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Preface

Electrification is an evolving paradigm shift in the transportation industry toward more efficient, higher performance, safer, smarter, and more reliable vehicles. There is in fact a clear trend to shift from internal combustion engines (ICEs) to more integrated electrified powertrains. Nonpropulsion loads, such as power steering and air-conditioning systems, are also being electrified. Electrified vehicles include more electric vehicles (MEVs), hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs), range-extended electric vehicles (REEVs), and all electric vehicles (EVs) including battery electric vehicles (BEVs) and fuel cell vehicles (FCVs).

This book begins with an introduction to the automotive industry and explains the need for electrification in Chapter 1. Parallels with other industries such as the telecommunications industry are highlighted. Chapter 1 also explains how the paradigm shift began with MEVs, was established by HEVs, is gaining momentum by PHEVs and REEVs, and will be completed by EVs.

Chapters 2 and 3 present the fundamentals of conventional vehicles and ICEs, respectively. Chapters 4 through 7 focus on the major components of electrified vehicles including power electronic converters, electric machines, electric motor controllers, and energy storage systems. Chapter 8 introduces hybrid battery/ultra-capacitor energy storage systems with applications in advanced electric drive vehicles.

Chapter 9 presents the electrification technologies applied to nonpropulsion loads with low-voltage electrical systems. 48 V electrification and belt-driven starter generator systems are explained in Chapter 10, while Chapters 11 and 12 introduce the fundamentals of hybrid powertrains and HEVs, respectively. Chapter 13 is then focused on chargers needed for plug-in vehicles. PHEVs are studied in Chapter 14. EVs and REEVs are described in Chapter 15. In addition, vehicle-to-grid (V2G) interface and electrical infrastructure issues are presented in Chapter 16. Finally, Chapter 17 deals with energy management and optimization in advanced electric drive vehicles.

This book is planned as a comprehensive textbook covering major aspects of advanced electric drive vehicles for a graduate or senior-level undergraduate course in engineering. Each chapter includes various illustrations, practical examples, and case studies. This book is also an easy-to-follow reference on electrified vehicles for engineers, managers, students, researchers, and other professionals who are interested in transportation electrification.

I would like to acknowledge the efforts and assistance of the staff of Taylor & Francis/CRC Press, especially Ms. Nora Konopka, Ms. Jessica Vakili, and Ms. Michele Smith. I would also like to thank Mr. Weisheng Jiang for his kind efforts in preparing many of the illustrations in this book.
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1 Automotive Industry and Electrification

Ali Emadi and Josipa G. Petrunic

Vehicles constitute the crucial components of modern industrial life. The ubiquity of cars, vans, sports utility vehicles (SUVs), and trucks for personal and industrial transportation today is the result of an industrial revolution that began in Europe and North America in the nineteenth century—a revolution that privileged the use of internal combustion engines (ICEs) as the primary means of motive power. Yet, the twentieth century witnessed the rise of serious environmental, economic, and social concerns related to greenhouse gases (GHGs) from ICE-powered transportation. These concerns reshaped the manufacturing landscape, forcing automotive manufacturers to rethink the way they designed automobiles. They also recalibrated consumer and public expectations of efficiency and sustainability in transportation overall.

A new “sustainability” mantra is emerging as the pre-eminent metric of transportation technologies. This chapter has been prepared with one overarching principle in mind—the electrification of transportation is the primary means by which we can ensure the automotive industry becomes “sustainable” over the next half-century.

This globally sustainable transportation system, which is electrified, is what we call Transportation 2.0 (Emadi 2011). Transportation 2.0 describes a world in which profound technological shifts in advanced electric drive vehicles and transportation networks reshape the automotive industry, focusing its attention on the most efficient source of motive power—namely, electricity. Companies will seek to ensure that these new technologies are scalable, marketable, and profitable, while consumers will increasingly demand electric drive vehicles, which are low-cost, low maintenance, safe, secure, reliable, rugged, and eco-friendly.

Achieving these varied outcomes will require industrial and academic investment in hybrid, plug-in hybrid, and fully electric power trains, including the development of superior electric motors,
power electronics and controllers, embedded software, batteries and energy-storage devices, and micro-and smart grid interface systems. It will also require highly skilled workers who understand the theoretical and practical aspects of these advanced electric drive vehicles to guide automotive companies over the next few decades of innovation.

This introductory chapter presents readers with an overview of the innovations that have informed the development of advanced electric drive vehicles over the past century and it points to innovative pathways for the future. First, we begin with a brief historical review of the automotive technologies that formed the Transportation 1.0 paradigm throughout the twentieth century. We present the concept of “sustainability” as a core concept embodied in the Transportation 2.0 paradigm—a worldview that incorporates a radical shift toward advanced electric drive vehicles and electrified transportation. Then, we explore disruptive technologies already shaping industrial trends in transportation electrification, including the continuum of more electric vehicles (MEVs), hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs), and electric vehicles (EVs). Finally, we explore future technologies associated with power electronics and controllers, electric machines, batteries and ultra-capacitors, and electrical grid innovations—all of which will enable the development of improved electric drive vehicles throughout the twenty-first century.

1.1 FROM THE FIRST EVs TO A TRANSPORTATION 2.0 FUTURE

Electrified transportation has a rich history extending back more than 150 years. Electric motors were first developed in the early nineteenth century based on experiments with magnets. But, electric motors were not used for transportation purposes until after the 1850s, when electric machines were experimentally incorporated into trains, ships, and personal carriages (or “cars”). These experiments resulted in a series of novel electric drive vehicles for personal transportation—many of which dominated the car market until World War One.

Thomas Davenport is usually credited with building the first practical one-person “electric vehicle” in 1834, followed by a two-person version in 1847. The first EV to emerge, which resembled what might be called today a “car,” appeared in 1851 and traveled at a pace of approximately 20 mph (32 km/h).

Decades later, the first mass-manufactured electric cars hit the marketplace with the development of the Edison Cell, a nickel–iron battery that enabled what was an already-burgeoning marketplace. The Edison Cell had greater storage capacity than the batteries used in early EVs and prototypes. They were also rechargeable, allowing car designers to produce vehicles that were convenient for middle-class consumers who could recharge their cars at public or private charging stations (many of which were installed along city streets or at homes with preferential electricity rates). By the 1900s, EVs had captured a notable share of the leisure car market. Among the 4200 automobiles sold in the United States in 1900, 38% were electric and only 22% were gasoline, while another 40% were still steam driven (Electric Vehicles, 2008).

Despite the popularity of electric cars, however, they were expensive and their driving ranges were limited. In contrast, gasoline-and diesel-powered vehicles emerged by World War One as cheaper, more powerful modes of transportation. Between 1890 and 1914, German and American engineers and manufacturers shifted interest away from EVs and steam engines toward ICEs by designing heat engines that could power ships, trains, and vehicles, as well as many other industrial and manufacturing applications.

In 1872, the American inventor, George Brayton, manufactured “Brayton’s Ready Motor”; he used constant pressure combustion and liquid fuel to produce what is often tagged as the first “internal combustion engine” (ICE). Gottlieb Daimler and his partner, Wilhelm Maybach, issued the world’s first combustion engine vehicle in the 1880s when they patented a gasoline-powered car that used a version of Nicolaus Otto’s “Atmospheric Engine.” In the 1890s, Rudolf Diesel recognized the potential for a combustion engine that did not require an external ignition system. He obtained a patent for the design of a compression–ignition engine in which fuel was injected at the end of
the compression cycle. The fuel was ignited by the high temperatures resulting from compression. Diesel’s engine was marketed as a high-pressure, high-efficiency engine durable enough for railroad locomotives, large trucks, ships, and automobiles. The German manufacturer, Karl Benz, then developed innovations such as the carburetor, an electrical ignition system, water-cooling systems, and improved steering, and by the early 1900s, Benz had marketed ICEs widely as “reliable, fast, durable, elegant.”

It was in the context of these emergent ICE technologies that the American business guru and inventor, Henry Ford, launched an assembly line-manufacturing process to mass produce Model T Fords (also known as “Tin Lizzies”), which used ICEs for motive power. In 1908, these low-cost cars were sold for less than a quarter of the price of contemporary EVs. The Model T thus made personal vehicle ownership a viable option for working-class families. Throughout the 1910s, petroleum companies also lobbied municipalities and regional governments to switch to ICE-powered public transit systems, since many early transit systems had been originally electric.

The rising prominence of ICEs throughout the first decades of the twentieth century created what we call the Transportation 1.0 paradigm. The transportation systems at the core of this paradigm operated on the basis of unhindered, cheap, and constant supplies of fossil fuels as sources for motive power. In the Transportation 1.0 world, EVs were relegated to niche markets, useful for lightweight delivery trucks or milk vans, but they were not marketed for mass consumption or designed for daily commutes.

The Transportation 1.0 paradigm also shaped the public’s perception of automobiles. The inefficiency of ICEs became an acceptable norm for manufacturers, while cutting-edge automotive innovations in power-train efficiency stagnated. Indeed, the most significant automotive innovations in the post-World War Two era were those advancing greater horsepower, bigger engines, and stronger materials.

The concept of highly efficient, clean, smart, and interconnected transportation networks remained largely unexplored until the 1990s. By that decade, a combination of environmental, geo-political, and social concerns impelled governments across North America and Europe to change the way they understood and manufactured automobiles. Combustion-powered transportation became the source of a never-ending stream of problems. It was dirty. It was insecure. And, it promised to cause astronomical increases in health-care costs due to urban smog and environmental degradation. By 2000, the belief in low-priced, easily available petroleum had also dissipated in many regions of the world, and especially in North America and Europe where governments had experienced serious price shocks due to repeated oil crises throughout the 1970s. Gone, too, was the belief that humans had little to do with environmental decay. Rapidly rising concentrations of GHGs in the Earth’s atmosphere, combined with predictive models demonstrating the catastrophic outcomes associated with global climate change (including unpredictable weather patterns, damaged food crops, and rising ocean levels), motivated the United States in particular to develop more rigorous and stringent Corporate Average Fuel Economy (CAFE) standards, which today constitute some of the world’s most stringent emission standards. The CAFE standards have, in fact, served as a prime motivating factor over the past decade informing the redesign and manufacture of newly efficient and highly electrified vehicles.

In sum, the recent combination of environmental, geo-political, economic, and health concerns related to ICE-powered transportation has created fertile ground for renewed interest and investment in electric drive vehicles and electrified transportation.

Today, there are more than 1 billion registered vehicles in the world—approximately one for every seven people on the Earth. That number is set to drastically rise over the next few decades with the increasing wealth and purchasing power among citizens in rapidly developing economies in Asia and South America. Already, more than 80 million vehicles are produced worldwide on an annual basis. There is evident need to make these cars cleaner, more efficient, and less socially harmful so as to avoid both environmental and economic disaster over the next century.
1.1.1 FROM WIND TO STEAM: A NINETEENTH-CENTURY ANALOGY FOR TRANSPORTATION 2.0

The Transportation 2.0 paradigm envisions a world that travels using clean, efficient, safe, reliable, powerful, and intelligent mobility options. It is based on the premise that “transportation electrification” will involve a series of enabling technologies that allow consumers, manufacturers, and governments to achieve sustainable mobility over the next century. The profundity of a shift to a Transportation 2.0 world is best captured by an analogy to a previous period of irrevocably profound revolution in transportation networks—namely, the age of steam.

The development of the steam engine in the late-1700s and its incorporation into transcontinental travel throughout the 1800s radically transformed global society and domestic economies. The Scottish inventor, James Watt, propelled the earliest innovations in steam-powered mobility by patenting an efficient steam engine in 1769. By the 1780s, the American inventor, John Fitch, used Watt’s engine to power a boat, and by the 1810s, the business leader and inventor, Robert Fulton, turned steam-driven boats and ships into major commercial successes, using them to ferry goods and people between Europe and North America. Over the span of 40 years, steam mobility sparked an industrial revolution and enabled the relatively rapid shipment of raw products (such as cotton) and manufactured goods (such as linens) worldwide, creating new international markets and feeding the rising powers of Great Britain and the United States. Indeed, steam-powered mobility enabled the establishment and expansion of the British Empire as the world’s most dominant political and economic power from 1790 to 1914—technologically fostering the colonization of huge swathes of the world from South America to Africa across to Asia.

Transportation 2.0 implies a similar level of profound social, economic, political, and technological transformation. This new paradigm may well be emblematic of the twenty-first century. It will alter the way people move, the way they transit from place to place, and the way they think about transportation in their daily lives. It will alter global trade networks by making modes of goods transportation more efficient, less costly, and more reliable. The cost savings associated with a shift to electrified mobility hold the potential to grow economies in the developed and developing worlds alike.

The rise of advanced electric drive vehicles will also provide individual consumers and travelers with the power to determine the price of their transport, by choosing when and how to charge their vehicles and when to connect with a grid system to sell electricity back to grid operators. It will liberate them from the stranglehold of limited, nonrenewable petro-fuel supplies (since electric drive vehicles can be powered by batteries charged through micro- and off-grid systems using solar panels, wind turbines, and local energy-storage devices). Ubiquitous electrified transportation systems will also liberate nation–states from uncertain foreign supplies of petroleum by allowing them to rely on domestically produced electricity as a primary source of fuel for mobility.

Meanwhile, the incorporation of “smart” technologies will liberate time associated with vehicle maintenance by freeing drivers from dreary duties at pumping stations. The integration of “autonomous” vehicle technologies—and intelligent driving mechanisms (as with “autonomous vehicles”)—holds out the possibility of creating urban environments free from traffic-congested highways and roadways, where efficient horizontal transit systems are optimized to transport people and goods using ideal routes.

In some ways, the concept of Transportation 2.0 implies a world of infinite possibilities. Just as eighteenth-century traders who relied on sail power could not have foreseen the highly industrialized steam-powered revolution that altered the world a century later, we believe many consumers, manufacturers, and policy makers today will struggle to envision what the Transportation 2.0 could look like, precisely because it be so fundamentally different from the Transportation 1.0 world we currently live in. But, what is known is that this new world of electrified transportation will be one in which vehicles and grid infrastructures will be seamlessly interwoven into a network of efficient, low-cost, safe, reliable, smart, high-performance, and ultimately “sustainable” mobility options. When it arrives, Transportation 2.0 will seem entirely natural and obvious to the transit user or car
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driver. Vehicle operators will wonder how they ever lived in a world dominated by ICEs in the first place.

Just as steam power changed the way people traveled, the way enterprises interacted, and the way societies were networked, the rise of ubiquitous electric drive vehicles will also change the way humanity operates on a daily basis, including daily commutes, leisure travel, business trade, or nation-state interaction.

1.2 THE CONTINUUM OF AUTOMOTIVE ELECTRIFICATION

For over a century, vehicle performance has dominated the consumer dialogue about automobiles. Greater power, greater range, more space, and increasing luxuriousness have been norms used to judge the value of automotive innovation. Starting in the 1990s, contemporary EVs suffered from a branding crisis. They were perceived to be weak, slow, and short ranged compared to their powerful ICE cousins. Twenty years later, however, consumers and industrial manufacturers have reassessed these initial assumptions. Today, the powerful performance characteristics of electrically driven vehicles are evident. The efficiency of electric motors combined with their instantaneous torque has helped EVs enter the contemporary automotive marketplace as clean and powerful options.

Meanwhile, performance-minded consumers are lured by the fact that some of the world's fastest vehicles now use electric drives. Since 2010, a fully electric car designed by Venturi Automobiles (in collaboration with Ohio State University) has held the Fédération Internationale de l'Automobile (FIA) record for the fastest electric land vehicle, recording a top speed of just over 495 km/h. Venturi's new model, named "JamaisContente," is aiming for a top speed that will break through the 700 km/h barrier by 2014 (Prince Albert of Monaco unveils for the first time the Venturi VBB-3 the world's most powerful electric car, 2013). These feats of performance dissipate lingering doubts about the power and coolness factors associated with electric drives.

As with most luxury, high-performance vehicles, the vast majority of car owners will not be able to afford a Venturi or even the much less-expensive (but still luxurious) electric Tesla Model S. There are, however, numerous other competitively priced electrified cars in the marketplace today, offering a range of electrification levels from MEVs, HEVs, PHEVs, and fully EVs. The continuum of price-convenient electrified vehicles is going to fundamentally shape the mass transition to a Transportation 2.0 world.

To achieve a sustainable transportation future that produces minimal emissions and maximum efficiencies, the electrification level of all vehicles will need to increase significantly over the next 50 years. Since electrification in automobiles can occur in both propulsion and nonpropulsion systems, the “electrification level” of any given automobile is defined as the percentage of a vehicle's electric power to its total power. Automobiles vary in their electrification level from 0% (where the vehicle contains no electrical system) to 100% (where the vehicle contains only electrical systems). Most conventional cars today hover around 5%–10% in their respective electrification levels. Below, we explore the increasing levels of electrification associated with MEVs, HEVs, PHEVs, and EVs.

1.2.1 MORE ELECTRIC VEHICLES

MEVs include those vehicles that incorporate ever-increasing levels of electrification for propulsion and nonpropulsion loads. In general, four different power transfer systems are used in vehicles: mechanical, hydraulic, pneumatic, and electrical systems. Electrical systems are normally much more efficient, faster, and can be controlled more easily. The MEV concept is based on mechanical, hydraulic, and pneumatic systems with with electrical systems.

Demands for higher fuel economy and lower emissions to meet increasingly more stringent government standards and consumer expectations are pushing the automotive industry to seek electrification of ancillary and nonpropulsion loads in addition to the power trains. Nonpropulsion loads include electrically assisted power steering, electrically driven air conditioning, interior and exterior
lighting, seat heaters, power windows, power mirrors, pumps, fans, throttle actuation, antilock braking, electrically heated catalytic converters, and so on. Because of the high efficiency of electricity, these auxiliary systems operate most efficiently when serviced by electrical power. Indeed, most vehicles on roads in North America and Europe today are already MEVs, because they incorporate electrified auxiliary systems. The shift toward electrifying an ever-increasing number of auxiliary systems within ICE-powered vehicles has helped to shift conventional automobiles toward ever-higher levels of efficiency overall.

Electrifying nonpropulsion loads raises the electrification factor by modest increments up to 15%–20%. Electrifying a vehicle’s mode of propulsion produces a much greater electrification factor, reaching as high as 50%–70% in hybrid electric power trains and nearly 100% in all EVs.

1.2.2 Hybrid Electric Vehicles

Without doubt, significantly increasing the efficiency of ICE-powered vehicles requires powertrain hybridization that goes beyond the electrification of nonpropulsion loads. Radical increases in propulsion efficiency and concomitant decreases in emissions require the introduction of electric machines into a vehicle’s drivetrain for the purposes of supplying motive power. HEVs are in fact dual-powered vehicles. They contain both an electric motor and a combustion engine. There are multiple hybrid power-train topologies designed to deliver motive power in these types of vehicles.

In HEVs, a battery powers the electric motor(s). The battery is capable of being charged through regenerative braking, which is a practical system to adopt in city environments where cars are starting and stopping frequently. Regenerative braking takes advantage of the fact that an electric machine can also operate as a generator. Whenever a driver applies the brakes in this scenario, the electric motor turns into a generator to convert the vehicle’s forward momentum into electricity (HEVs also use regular friction brakes in combination with regenerative braking).

The battery in an HEV can also be charged by the engine. The heat engine, which is powered by gasoline, diesel, compressed natural gas (CNG), or biofuel, feeds a generator, which then feeds electricity into the battery. Here, the motor is used as a generator to recharge the battery when battery charge runs low. Hybrid vehicles normally operate in charge-sustaining (CS) mode. This means the batteries onboard, in CS mode, never fall below a certain level of charge, because they are constantly recharged by virtue of regenerative braking or the use of the electric machine as a generator.

Depending on the make and model of the car, hybrid vehicles can travel part time on electric power alone (with the heat engine shutdown until battery depletion reaches a critical level) or they can be jointly propelled by the electric motor and heat engine working complementarily.

Hybrid vehicles are divided into microhybrids, mild hybrids, power (full) hybrids, and energy hybrids based on the relative size of the electric propulsion system with respect to the ICE and the role and functions performed by the electrical and mechanical propulsion systems. Hybridization factor, in its simplest form, is defined as the ratio between the peak electrical propulsion power and the peak total electrical and mechanical propulsion power. Microhybrids usually have a hybridization factor in the range of 5%–10% and benefit from the start/stop technology. The hybridization factor of mild hybrids is usually in the range of 10%–25%. Higher hybridization factors are usually associated with power (full) hybrids. An energy hybrid has an energy-storage system (ESS) larger than power hybrids. PHEVs in CS mode are also referred to as energy hybrids because of their larger ESS.

Hybrids can generally come in three topological power-train forms: parallel, series, and series-parallel. In parallel systems, the power train contains an electric motor and an ICE, which are coupled together in parallel mechanically and can power the vehicle in combination or individually. In other words, there are parallel propulsion systems at play. Typically, there is only one electric machine installed in a parallel hybrid power train. The ICE, the electric motor, and the gearbox are coupled using automatic clutches.
In a series hybrid, traction power is delivered by the electric motor(s) while the ICE drives an electric generator that produces power to charge the batteries and drive the electric motor. In series hybrid architecture, the ICE is mechanically decoupled from the wheels. The electric motor(s) is attached to the transmission or directly to the differential/wheels.

The Toyota Prius is an interesting case study to consider when thinking about parallel and series hybrid designs, because the Prius uses a power-split device that allows it to operate either as a series or a parallel hybrid. It is in fact a series–parallel hybrid power train. The power-split device includes a gearbox that links the gasoline engine, the generator, and the electric motor. This device allows the car to operate like a parallel hybrid so that the electric motor can power the car on its own, or the gasoline engine can power the car on its own or in combination with the electric motor. But, the power-split device also enables the car to operate like a series hybrid, where the gasoline engine powers a generator to charge the onboard battery. The Prius’s power-split device also allows the generator to start the engine, as with other start/stop systems.

In a series–parallel hybrid power train, two electric machines are used to provide both parallel and series paths for the power. These types of advanced electromechanical hybrid power trains constitute a major technological trend in the industry today.

1.2.3 Plug-in Hybrid Electric Vehicles

Plug-in hybrids have an ESS of high-energy density that can be externally charged. They can solely run on electric power for a range longer than regular hybrids, resulting in better fuel economy. This is because the battery packs in PHEVs are typically much larger than those found in HEVs; therefore, their fully electric ranges are also much longer. Plug-in hybrids combine the superior efficiency of powerful electric machines with the security of long-distance range by virtue of onboard engines.

The batteries in PHEVs are designed to deplete so as to maximize the use of efficient electric power. This is called charge-depleting (CD) mode. In a typical CD mode, the engine is off and the onboard batteries are depleted to a predefined low state of charge (SOC); then, the engine turns on and the vehicle operates in a CS mode in which the SOC is usually sustained in a predefined range.

When the vehicle is stationary, recharging occurs by virtue of the plug-in mechanism, which draws power from the main electrical grid system. Deep discharge cycles mean that PHEVs maximize the use of electricity that originates from the electrical grid system. Since the grids that PHEVs can plug into can be supplied with electricity from renewable sources, such as wind and solar, the source of electricity used by PHEVs can be significantly cleaner than the source of electricity currently used by conventional hybrid vehicles. Finally, because PHEVs contain heat engines (of varying sizes depending on the make and model of the vehicle), they liberate drivers from the “range anxiety” often associated with the limited-range barrier tagged to pure battery electric vehicles (BEVs).

PHEVs serve as a crucial bridging technology toward low emissions, and sustainable transportation networks in the future. This newly emerging line of PHEV models emanating from major manufacturing companies ensures that consumers can dramatically increase the electrification and efficiency levels of their personal vehicles. Current examples of PHEVs include the Toyota Prius plug-in hybrid and the Ford C-MAX Energi plug-in hybrid.

Similar to hybrids, PHEVs can also be built using parallel, series, or series–parallel power-train architectures. An external electrical system can charge the onboard battery directly from the grid, while onboard generators powered by heat engines and regenerative braking can still be used to recharge batteries as the vehicle is in use and after the battery has depleted to below a critical SOC level.

In the case of range-extended EV designs, as with the Chevrolet Volt, the topology mostly looks like a series design, with an ICE powering a generator, which powers a motor. In this case, the battery is charged via the plug-in mechanism, which connects the vehicle to the grid system overnight.
or during other daytime-charging periods. The Chevrolet Volt also allows the heat engine to power the vehicle through a coupling mechanism. The Volt is therefore neither a pure series nor a pure parallel PHEV design; rather, it is referred to as a “range-extended” EV.

Over the past two decades, the emergence of highly effective power electronics has further enabled the development of marketable PHEVs, because improvements to power electronic converters have allowed for innovations in vehicle-interfacing modes, including vehicle-to-home (V2H), vehicle-to-grid (V2G), and vehicle-to-building (V2B) systems. Bidirectional alternating/direct current (AC/DC) converters, for example, provide an interface between the vehicle and the grid. These converters allow a given vehicle to draw AC power from the grid at a high-power factor and low total harmonic distortion (THD); they then allow the vehicle to feed remnant or unneeded power back onto the grid when required by the grid operator. In the future, therefore, advancements in power electronics will allow PHEVs to serve as mobile energy-storage devices for smart grid systems. Thus, consumers will be able to view their vehicles as revenue generators.

1.2.4 Electric Vehicles

EVs are powered entirely by their electric propulsion motors and battery packs. Their batteries are charged from the electrical grid system at homes at night, at workplaces during working hours, and at public or commercially owned drive-in charging stations that use grid-connected chargers.

The key benefit associated with EVs is their extreme efficiency as compared to ICEs or even hybridized vehicles. Electric motors can be made to operate with efficiency levels above 90% compared to less than 30% for ICEs. A second benefit associated with EVs is their low lifetime maintenance costs, which is due in part to lower electricity costs for fuel.

Most importantly, for policy makers, climate scientists, and environmentally minded consumers is the fact that EVs produce zero emissions when they operate using electricity drawn from renewable electricity systems, including solar, wind, hydro, and tidal power. Judged from a source-to-wheel (STW) perspective, the only GHGs produced in the entire life cycle of an EV are those associated with the manufacture, assembly, and transportation of the vehicle parts to the assembler and dealer. Thus, EVs offer hope for a form of motive power that will radically reduce current levels of GHG emissions in transportation.

BEVs are limited in their range when compared to HEVs and PHEVs. However, their range is expected to increase significantly due to ongoing advanced research and development in the areas of lightweight materials, high-energy-density storage devices, and electric propulsion motor drives.

Examples of EVs include the Tesla Model S, Ford Focus Electric, Nissan Leaf, Mitsubishi i-MiEV, Fiat 500E, Chevy Spark EV, and the Smart ED, along with a series of recently manufactured all EVs made in China, including the Chery QQ3 EV.

1.3 Enabling Technologies for Transportation Electrification

Electrified vehicles include integrated electromechanical power trains, electric machines, power electronics, embedded software and controllers, and batteries and energy-storage devices. Innovations in these areas, along with lightweight materials technologies, hold the key to disruptive shifts in the transportation paradigm. In fact, mass commercialization of electrified vehicles will require the development of power-train components and controls that are low-cost, rugged, reliable, light in weight, low in volume, and scalable.

AC motors constitute the most common form of electric machines in EVs today. They convert electromagnetism into mechanical motion. Common types of electric motors used in electrified power trains include permanent magnet motors (which rely on rare-earth metals), induction machines, and switched reluctance motors (SRMs). Each of these machines has its benefits and disadvantages.
Power electronics is used to convert and control electric power. Power electronic converters include DC/DC converters, DC/AC inverters, and AC/DC rectifiers. The future of powerful electrified power trains resides in the development of powerful power electronics and control systems that are high in energy and power density, while also low in cost.

Batteries intended for electrified vehicles are judged by the metrics of power density, energy density, weight, volume, life cycle, temperature range, and of course, cost. Three types of battery devices have been typical of the electric automotive industry over the past 20 years. They include lead–acid batteries (used typically for starting, lighting, and ignition [SLI] applications in vehicles), nickel–metal hydride (NiMH), and lithium-ion (Li-ion) batteries used for traction applications. Some manufacturers of hybrid and fully EVs have recently begun to use Li-ion batteries, because of their higher specific energy as compared to NiMH.

Both NiMH and Li-ion batteries face other obstacles requiring technological fixes in the future. Engineers today are working to improve and optimize the energy-storage capacity of batteries for use in more powerful EVs to ensure longer ranges than those manifest in today’s models. In addition, batteries in both PHEVs and EVs must perform well in the long term despite frequent deep discharges. Finally, any new battery design must be scalable to ensure mass production and low costs for manufacturers and consumers alike.

Allied to the emerging battery technologies for use in hybrids and all EVs are ultracapacitors (sometimes called supercapacitors). Ultracapacitors are devices that store and discharge energy rapidly. The development of advanced hybrid energy-storage systems (HESS), which hybridize batteries with ultracapacitors, has allowed engineers to improve the performance of electrically driven vehicles overall by combining batteries as the main source of energy with ultracapacitors as the main source of power.

Ultracapacitors are used in a range of differing motive applications as a means of complementing and supplementing ICEs, batteries, and fuel cells—all of which work best as sources of continuous power, but none of which performs well as a source of sudden power. Ultracapacitors are also used to gather power from regenerative braking systems efficiently. In addition, they can serve as storage devices by recharging rapidly during peak or unexpected periods of surging power generation. In fact, because of their rapid discharge and recharge characteristics, ultracapacitors are versatile in their transportation applications. They can release power to help hybrid vehicles accelerate quickly. They can help vehicles start in very cold weather. They can also provide starting power for start–stop systems in hybrids.

### 1.4 ELECTRICAL GRID SYSTEMS

Plug-in hybrids and fully EVs will have a significant impact on grid systems, both as loads and as energy-storage devices. The Transportation 2.0 paradigm engenders a fundamental shift in grid-side innovations—one that will embrace microgrids, smart grids, advanced energy-storage devices, and advanced energy management systems (EMSs). These innovative technologies will define many of the capabilities and possibilities associated with future electric drives by making grid systems more robust, reliable, and intelligent.

To explain why, let us consider the history of the grid system as it has developed over the past century. The first DC supply system installed for public consumption was Thomas Edison’s 1882 system at Pearl Street in New York City. Edison’s DC network was not without its opponents. Nikola Tesla and George Westinghouse promoted their AC system as superior to Edison’s DC network. Proponents of both systems argued over efficiencies, long-distance transmission capabilities, load requirements, safety levels, and price points.

These internecine debates soon became public policy “wars,” resulting in a hodgepodge of electrical supply systems between 1882 and 1914, as state, regional, and municipal governments struggled to determine which system to support, subsidize, and install. The “wars” also brought lighting,
telegraphy, and electrical automotive manufacturers to the debating table—each of which advocated for the local system that would best serve the needs of their local industry.

By the turn of the twentieth century, however, installations of AC systems had surpassed those of DC systems in their ubiquity and preference by local and state authorities. This was largely due to the utilization of transformers, which allowed AC to be stepped up or stepped down in voltage depending on need.

Transformers allowed the voltage of ACs to be stepped up for the purposes of long-distance transmission (i.e., from remote generators to regional load centers) and they allowed the voltage to be stepped down into low voltage for distribution to residential, commercial, and industrial loads, such as heating appliances, fans, pumps, and—most importantly—lighting. They served as a crucial enabling technology allowing Tesla and Westinghouse to win a series of public relations battles, and creating ripe conditions for Westinghouse’s installation of private AC systems across growing North American cities.

Over the past century, both public and private utilities have incorporated transformers, along with inverters and converters, to supply AC across vast networks that supply power for both AC and DC loads in residential and industrial contexts. Over the same time period, AC networks have become more robust. They evolved from original three-phase systems transmitting 250 kW of power around 1900 to mega-transmission systems that can carry 2000 MW of power in the 2000s. Rather than transporting electricity a few kilometers at a time, as was the norm in the nineteenth century, contemporary AC transmission systems now carry electricity over hundreds or thousands of kilometers.

However, the development of advanced power electronics from the 1970s onward has reopened the wounds associated with the “war of currents,” leading engineers to question the long-term viability of AC-dominant systems. First, the rise of electronics and digital communications industries over the past 30 years has meant that both residential and industrial loads are increasingly DC in nature. Everything from computers, printers, and mobile phones to EVs constitute DC loads on the electrical grid system. Second, to accommodate these loads, AC systems have been equipped with converters to transform AC into DC for particular applications. Converters are now common throughout AC systems, but their use as band-aid solutions raises questions about the system’s overall efficiency, especially given that the number of DC applications is still rising (and has already surpassed the number and type of AC loads on most electrical grid systems). Consider, for example, highly efficient light-emitting diode (LED) lighting, which is a DC load and which is slowly replacing AC fluorescent lighting. Adjustable speed drives are another important DC load to consider in this transformative process.

1.4.1 Microgrids and Renewable Energy Supplies

Direct current systems have always been touted for their simplicity, modularity, and safety. Today, high-voltage DC transmission systems enabled by advanced power electronics are also praised for their higher power ratings and their superior and highly efficient control over power flow, especially in emergency conditions where disruptive natural or sociopolitical events (such as hurricanes, tornadoes, snow storms, or terrorist acts of sabotage) can lead to widespread and dangerous blackouts. Most importantly, major industrialized nations are pushing for ever-greater levels of renewable electricity supplies, and the electricity created by photovoltaic (PV) panels, wind turbine generators (WTGs), fuel cell generators, ESS, and EVs is all DC. Thus, the shift toward renewable energy supplies and zero-emissions mobility requires a fundamental reconsideration of the role played by DC networks in the grid system.

Today, microgrids composed of PV panels or WTGs require inverters to connect to local AC distribution networks. Every inverter requires control circuitry to synchronize loads with 60 or 50 Hz AC systems. These inverters help to provide high-quality AC current without causing mains interference, also known as harmonics. If the final load requires DC, the AC must be converted...
back again into DC. Thus, the incorporation of renewable distributed generation currently requires multiple stages of conversion, engendering multiple stages of inefficiency and loss.

In addition, both PHEVs and EVs connected to the grid system require AC/DC charging controllers to charge the vehicle’s battery, while the use of PHEVs and EVs as energy-storage devices to feed electricity back into the grid system (i.e., to smooth peak curves) also hinges on the use of controllers to manage charging and discharging cycles. These V2G interfaces create multiple stages of conversion.

Perhaps not surprisingly, DC systems have come back into vogue, as the rising prominence of DC loads, electric mobility, energy-storage devices, and renewable distributed generators has put pressure on AC systems built in the last century. One solution is to upgrade aged AC systems by incorporating advanced conversion devices. Alternatively, AC systems can be hybridized with DC systems to support differing load types more efficiently. Hybridized AC and DC systems offer multiple advantages. They eliminate unnecessary multiconversion pathways from generation to final load, thereby reducing the total loss experienced throughout the system. Hybrid systems can also simplify equipment requirements for local systems, as the segregation of DC loads with DC supplies improves the provision of high-quality AC in the grid by reducing the harmonics associated with synchronization.

The growing prominence of PHEVs and EVs, along with the growing interest in sustainable energy supplies, energy-storage devices, and microgrids, will continue to motivate further investigations into improved power electronic converters and EMSs for hybridized grid systems.

1.4.2 Smart Grid

A final variable in the electrical infrastructure equation is the integration of smart grid systems. Smart grids are particularly important for the future of electrically driven vehicles, as they ensure that new loads associated with PHEVs and EVs will not overburden electrical grid systems. They also ensure the lowest possible price for fuel for PHEV and EV owners and drivers.

The concept of a smart grid means different things to different users. Here, we use the characterization offered by the Institution of Engineering and Technology (IET), which argues a smart grid system is required for industrialized societies that hope to transition to low-carbon electrical networks without compromising security, stability, or low cost. In brief, smart grid systems are meant to integrate demand management systems with distributed generation to achieve the most efficient utilization of existing infrastructure, while also operating seamlessly in conjunction with new large-scale power generators.

While most twentieth-century power grids were designed to ensure that generation sources responded to user needs on demand, smart grid technologies enable more effective supply of loads with electrical production from conventional sources of power, as well as intermittent sources of power such as solar and wind. This is done by using intelligent control systems to monitor both loads and sources and to feed electricity back onto the grid from energy-storage devices when needed. To do this, grid operators will need to efficiently incorporate intermittent and variable renewable energy supplies, such as solar and wind, with energy-storage devices. In addition, smart V2G systems allow PHEVs and EVs to communicate with the electrical grid dynamically.

1.5 Transportation Electrification Is a Paradigm Shift

The combination of newly electrified mobility with emerging renewable energy systems entails a future unrecognizable to many contemporary motorists, travelers, public transit users, and policy makers. However, fundamental transformations such as the ones we are proposing with Transportation 2.0 are not without precedence.

Consider the revolution in telecommunications technology that has occurred over the past century. The Communications 1.0 paradigm started with Alexander Graham Bell, who helped to
develop direct home-to-home communication lines and later home-to-network and business-to-network telephony systems. While the shift to electrically powered telegraphy and telephony liberated people from the slowness of letter-writing and horse-powered postal telegraphs, early telegraphs and telephones were highly limited in their scope and reach. The shift away from human operators of phone lines to digitized communication signals has ushered in an era of virtual networking, digitized communications, and global interconnectivity. This telecommunications revolution has had far-reaching effects on human behavior. It has created deep-seated cultural norms unbeknownst to previous generations. For example, the ability to call someone overseas from a hand-held mobile device and to view the real-time video of that person (who might themselves be on a mobile device in, say, a remote region of the world) has become second nature to many of us. We barely think of the novelty of the situation. Similarly, the ability to post a message to a public-messaging site such as Twitter.com where hundreds of thousands and even millions of people can view it immediately and engage in a conversation or action based on the posting is incredible; yet, it seems a standard practice these days.

Instantaneous, digitized, and dynamic communication systems would have been inconceivable for Graham Bell and his contemporaries just a century ago. But, digitized telephony, wireless and mobile telephony, smart phones, and integrated Internet and communication services are a natural part of twenty-first century life. Maintenance of these systems is also seemingly unproblematic, even though they require new behavioral patterns. Today, most mobile phone users do not think twice about plugging their mobile phones into sockets at night to charge; so, they can be used anywhere anytime the following day. Yet, just 30 years ago, citizens of eastern bloc states and developing economies still had to walk to local village shops to use single-community telephone lines to communicate with the outside world.

Digitized communications have changed the world fundamentally, even though it all seems so natural now. The same could be said of the Transportation 2.0 paradigm. Whether it is the practice of plugging in an EV for overnight charging, communicating with local road infrastructure to optimize transportation routes for commuters, or measuring dynamic demands on a grid system to manage energy needs and automate discharge cycles for cars as storage devices, the Transportation 2.0 world will involve a radical shift away from current practices. Yet, it will also constitute a natural pathway for social existence in a sustainable world.

Transportation 2.0 will change the way we transit, it will change the way we transport goods, and it will alter our personal behavior. The end result will be an interconnected world of highly efficient, clean, and electrified transportation. By the time it happens, it will seem as though the polluting, inefficient, insecure, disconnected, and cumbersome world of ICE-powered transportation was a relic of the past best left to the last century.

It is important to note that although transportation electrification is a clear paradigm shift and, therefore, a revolutionary force in itself, it is going to happen over time due to the size, complexity, and multidimensional nature of the transportation and energy systems. This paradigm shift has already begun and is gaining momentum. It includes different electrification technologies from more electric and lightly hybridized vehicles with low electrification levels, to full hybrids with medium electrification levels, to plug-in hybrid and all EVs with high electrification levels.

1.6 CONCLUSION

As the world shifts to a Transportation 2.0 future, the nature of our transportation networks and connective infrastructure will shift as well. This book will teach readers the skills they require to excel in today’s rapidly shifting automotive industry—an industry fit for the twenty-first century, which embraces and embodies the concepts of electrification and sustainability. In sum, readers will learn how to envision and concretize a Transportation 2.0 reality.
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2.1 LONGITUDINAL VEHICLE MODEL

In practical terms, a vehicle not only travels on a level road but also up and down the slope of a roadway as well as around corners. In order to model this motion, the description of the roadway can be simplified by considering a straight roadway with two-dimensional movement. This two-dimensional model will focus on vehicle performance, including acceleration, speed, and gradeability, as well as braking performance.

Figure 2.1 shows the forces acting on a vehicle as it travels at a given speed along a roadway with a specific grade. Fundamental principles of mechanical systems can be used to express the relationship between the vehicle acceleration and the forces acting on the vehicle body as:

\[ ma = F_t - F_w - F_g - F_r \]  \hspace{1cm} (2.1)

where \( m \) is the vehicle mass, \( a \) is the acceleration of the vehicle, \( F_t \) is the total tractive force acting upon the vehicle body, \( F_w \) is the aerodynamic drag force, \( F_g \) is the grading resistance force, and \( F_r \) is the rolling resistance force.
2.2 LONGITUDINAL RESISTANCE

2.2.1 Aerodynamic Drag

As air travels over the body of the vehicle, it generates normal pressure and shear stress on the vehicle’s body. The external aerodynamic resistance is comprised of two components, shape drag and skin friction. The shape drag arises from high-pressure areas in front of the vehicle and low-pressure areas behind the vehicle that are created as the vehicle propels itself through the air. These high- and low-pressure zones act against the motion of the vehicle, while the skin friction is due to the shear stress in the boundary layer on the surface of the body of the vehicle. In comparison, shape drag is much larger in magnitude than skin friction and constitutes more than 90% of the total external aerodynamic drag of a vehicle. Aerodynamic drag is a function of effective vehicle frontal area, $A$, and the aerodynamic drag coefficient, $C_d$, which are highly dependent on the design of the vehicle body:

$$ F_w = \frac{1}{2} \rho A C_d (V + V_w)^2 $$  \hspace{1cm} (2.2)

where $\rho$ is the air density, $V$ is the vehicle longitudinal speed, and $V_w$ is the wind speed.

2.2.2 Grading Resistance

As a vehicle travels up or down an incline, gravity acting on the vehicle produces a force which is always directed downward, as shown in Figure 2.1. This force opposes the forward motion during grade climbing and aids in the forward motion during grade descending. In typical vehicle performance models, only uphill operation is considered as it resists the total tractive force. The equation for this force is a function of the road angle $\theta$, vehicle mass $m$, and the gravitational acceleration $g$:

$$ F_g = mg \sin(\theta) $$  \hspace{1cm} (2.3)

For a relatively small angle of $\theta$, $\tan \theta = \sin \theta$. Using this approximation, the grade resistance can be approximated by $mg \tan \theta$, or $mgG$, where $G$ is the slope of the grade.
2.2.3 Rolling Resistance

Rolling resistance force is a result of the hysteresis of the tire at the contact patch as it rolls along the roadway. In a stationary tire, the normal force due to the road balances the force due to the weight of the vehicle through the contact patch which is in line with the center of the tire. When the tire rolls, as a result of tire distortion or hysteresis, the normal pressure in the leading half of the contact patch is higher than that in the trailing half. The normal force due to the road is shifted from the center of the tire in the direction of motion. This shift produces a moment that exerts a retarding torque on the wheel. The rolling resistance force is the force due to the moment, which opposes the motion of the wheel, and always assists in braking or retarding the motion of the vehicle. The equation for this force is a function of the normal load $F_z$ and the rolling resistance coefficient $f_r$, which is derived by dividing the distance the normal force due to the road is shifted by the effective radius of the tire $r_d$.

$$ F_r = F_z f_r \cos(\theta) $$  \hspace{1cm} (2.4)

2.3 TOTAL TRACTIVE FORCE

Equation 2.1 shows the factors affecting vehicle performance with a particular interest in the overall tractive force of the vehicle.

$$ ma = F_t - F_w - F_g - F_r \Rightarrow ma = (F_{zf} + F_{rz}) - (F_w + F_g + F_{rf} + F_{rr}) $$ \hspace{1cm} (2.5)

By rearranging Equation 2.1 we arrive at an equation that expresses longitudinal vehicle motion as a combination of total tractive effort minus the resistance. In order to determine the total tractive effort, the normal forces, $F_{zf}$ and $F_{rz}$ need to be determined. The front and rear tire contact points should satisfy the equilibrium equations for moments:

$$ \sum M_r = 0, \quad \sum M_f = 0 $$ \hspace{1cm} (2.6)

Therefore,

$$ F_{zf} (l_f + l_r) + F_w h_w + (mg \sin(\theta)h) + (mah) - (mg \cos(\theta)l_f) = 0 $$ \hspace{1cm} (2.7)

and

$$ F_{rz} (l_f + l_r) - F_w h_w - (mg \sin(\theta)h) - (mah) - (mg \cos(\theta)l_f) = 0 $$ \hspace{1cm} (2.8)

where $F_{zf}$ and $F_{rz}$ are the normal forces on the front and rear tires, $l_f$ and $l_r$ are the distances between the front and rear axles and vehicle center of gravity, respectively. $h_w$ is the height for effective aerodynamic drag force and $h$ is the height of vehicle center of gravity. For simplicity, usually $h_w$ is assumed to be equal to $h$. Equations 2.7 and 2.8 can be rearranged to solve for the normal forces on the front and rear tires:

$$ F_{zf} = \frac{-F_w h - mg \sin(\theta)h - mah + mg \cos(\theta)l_f}{l_f + l_r} $$ \hspace{1cm} (2.9)

$$ F_{rz} = \frac{F_w h + mg \sin(\theta)h + mah + mg \cos(\theta)l_f}{l_f + l_r} $$ \hspace{1cm} (2.10)
The total tractive force can be expressed as the tractive forces acting on each tire:

\[
F_t = F_{sf} + F_{sr}
\]  

(2.11)

where \(F_{sf}\) and \(F_{sr}\) are the longitudinal forces on the front and rear tires, respectively. The friction generated between the tire–road contact patch creates the longitudinal force. Therefore, the longitudinal force generated on each tire can be represented as a function of the tire friction coefficient and the normal force:

\[
F_{sf} = \mu_f F_{sf}, \quad F_{sr} = \mu_r F_{sr}
\]  

(2.12)

where \(F_{sf}\) and \(F_{sr}\) are the normal forces on the front and rear tires given by Equations 2.9 and 2.10 and \(\mu_f\) and \(\mu_r\) are the friction coefficients on the front and rear tires, respectively.

### 2.4 MAXIMUM TRACTIVE EFFORT AND POWERTRAIN TRACTIVE EFFORT

The maximum tractive effort of the vehicle is proportional to the slip ratio of the tire, which represents the difference between the angular tire speed and the vehicle speed. During acceleration, the slip ratio of the front and rear tires can be expressed as:

\[
\sigma_r = \frac{r_{sr} \omega_r - V}{r_{sr} \omega_r}, \quad \sigma_f = \frac{r_{sf} \omega_f - V}{r_{sf} \omega_f}
\]  

(2.13)

where \(r_{sf}\) and \(r_{sr}\) are the radii of the front and rear tires, and \(\omega_r\) and \(\omega_f\) represent their angular speed. Slip-friction coefficient characteristics of a tire have a nonlinear relationship and depend on the road surface conditions, as shown in Figure 2.2. The Pacejka Tire Model is widely used to define these characteristics:

\[
\mu_{fr} = D \sin(C \tan(B \sigma_{fr} - E(B \sigma_{fr} - a \tan(B \sigma_{fr}))))
\]  

(2.14)

![Figure 2.2](https://www.electronicbo.com)

**Figure 2.2** Typical tire slip ratio–friction coefficient characteristics.
where $\mu_{f/r}$ and $\sigma_{f/r}$ are the friction coefficient and slip ratio of the front or rear tire. $B$, $C$, $D$, and $E$ are tire coefficients and their values depend on the road surface conditions.

The sum of the torques on each wheel determines the rate of change of wheel speeds:

$$J_f \frac{d\omega_f}{dt} = T_{ef} - T_{rf}, \quad J_r \frac{d\omega_r}{dt} = T_{er} - T_{rr}$$

(2.15)

where $J_f$ and $J_r$ are the inertias, $T_{ef}$ and $T_{er}$ are the traction torques delivered from the drivetrain, $T_{rf}$ and $T_{rr}$ are the reaction torques due to the tractive force of the front and rear tires, respectively. The reaction and friction torques on the front and rear tires can be defined as:

$$T_{ef} = r_{wf} F_{xf}, \quad T_{er} = r_{wr} F_{xr}$$

(2.16)

where $\omega_f$ and $\omega_r$ are the angular speed, and $C_f$ and $C_r$ are the friction coefficients of the front and rear tires, respectively.

The traction torques on the tires, $T_{ef}$ and $T_{er}$ are provided from the powertrain. If the vehicle is rear wheel or front wheel driven, the nondriven wheel provides no traction torque. Therefore, for nondriven wheels, Equation 2.15 can be expressed as:

$$J_r \frac{d\omega_r}{dt} = -r_{wr} F_{xr}$$

(2.17)

In conventional vehicles, the source of the traction torque is the internal combustion engine and the output power of the engine is supplied to the tires through the clutch, the transmission, and the differential. Therefore, the traction torque applied for either a front or a rear wheel drive vehicle can be expressed as:

$$T_p = T_{en} i_r i_0 \eta_p$$

(2.18)

where $T_{en}$ is the torque from the engine, $i_r$ is the gear ratio of the transmission, $i_0$ is the gear ratio of the differential, and $\eta_p$ is the total efficiency of the powertrain.

### 2.5 VEHICLE PERFORMANCE

Performance characteristics of a road vehicle refer to its capability to both accelerate and decelerate, and negotiate grades in a straight-line motion. These characteristics are different depending on the vehicle’s type and size. Mass of the vehicle is of great importance to vehicle performance. By researching not only vehicle electrification, but lightweight materials as well, all aspects of vehicle performance would be improved, including fuel economy. The tractive and braking effort developed by the tires and the resisting forces acting on the vehicle determine the performance potential of the vehicle. Typically, overall vehicle performance is also concerned with cornering ability, but as this is mainly a function of suspension geometry and vehicle design it is outside the scope of this chapter.

#### 2.5.1 Maximum Speed of a Vehicle

The maximum speed of a vehicle is the highest constant cruising speed that the vehicle can achieve at full power on a level road. The maximum speed of a vehicle is calculated with full torque from the traction source on a flat road when the tractive force and the resistive force are at equilibrium.
Since the vehicle acceleration and road gradient are zero at this point, the equilibrium can be represented as:

\[ F_i = F_w + F_r \]  \hspace{1cm} (2.19)

Considering that the wheel speed is also constant, the tractive force can be expressed in terms of the torque applied to the wheels:

\[ F_i = \frac{T_p}{r_d} \]  \hspace{1cm} (2.20)

where \( T_p \) can be expressed as in Equation 2.18.

The aerodynamic drag force \( F_w \) and the rolling resistance force \( F_r \) have been derived in Equations 2.2 and 2.4, respectively.

Combining Equations 2.19, 2.20, 2.2, 2.4, and 2.18 yields:

\[ \frac{T_m i_b \eta_p}{r_d} = mgf_r + \frac{1}{2} \rho AC_d V^2 \]  \hspace{1cm} (2.21)

\[ V = \sqrt{\frac{2((T_m i_b \eta_p)/r_d) - mgf_r)}{\rho AC_d}} \]  \hspace{1cm} (2.22)

### 2.5.2 Gradeability

The gradeability of a vehicle is the maximum gradient on which the vehicle can start climbing from stand-still with all the wheels of the vehicle on the gradient at the time of start.

As a vehicle drives on a road with a small grade and constant speed, the tractive effort and resistance equilibrium can be written as an extension of Equations 2.19 and 2.21 to include gradeability for small angles, as calculated in Equation 2.3.

\[ F_i = F_w + F_r + F_g \]  \hspace{1cm} (2.23)

\[ \frac{T_m i_b \eta_p}{r_r} = mgf_r + \frac{1}{2} \rho AC_d V^2 + mgG \]  \hspace{1cm} (2.24)

\[ G = \frac{((T_m i_b \eta_p)/r_r) - mgf_r - (1/2) \rho AC_d V^2}{mg} \]  \hspace{1cm} (2.25)

### 2.5.3 Acceleration Performance

When high-performance vehicles are compared to one another, one of the first statistics to be reviewed is the acceleration performance. It is most often referred to as a vehicle’s 0–60 mph time.

Referring to Equation 2.1, the acceleration of the vehicle on level ground can be written as:

\[ a = \frac{F_i - F_r - F_w}{m \delta} \]  \hspace{1cm} (2.26)
where $\delta$ is the mass factor which takes into account the mass moments of inertia of the rotating components involved during a change of acceleration.

Combining Equations 2.26, 2.20, 2.2, 2.4, and 2.18 yields:

$$a = \frac{((T_m i_0 \eta_p) - mgf_r - (1/2)\rho AC_d AV^2)}{m\delta}$$  \hspace{1cm} (2.27)

By integrating Equations 2.28 and 2.29 from zero to potentially 60 mph, the predicted acceleration time and distance for a vehicle can be calculated:

$$t = m\delta \int_{V_1}^{V_2} \frac{V}{((T_m i_0 \eta_p) - mgf_r - (1/2)\rho AC_d AV^2) \, dV}$$  \hspace{1cm} (2.28)

$$S = m\delta \int_{V_1}^{V_2} \frac{1}{((T_m i_0 \eta_p) - mgf_r - (1/2)\rho AC_d AV^2) \, dV}$$  \hspace{1cm} (2.29)

The torque of the engine during acceleration is not constant which makes these equations very difficult to solve analytically, thus numerical methods are typically used. These methods are outside the scope of this chapter.

### 2.6 BRAKING PERFORMANCE AND DISTRIBUTION

Conventional brakes, disc or drum, are the single most important safety device on any vehicle. By transferring kinetic energy into thermal energy through friction between a rotating surface and a stationary brake pad, the vehicle speed is decreased, but that thermal energy is typically wasted in conventional vehicles. With the introduction of vehicle electrification, through regenerative braking with electric motors, the kinetic energy can be recovered into stored electrical energy and it can be reused rather than being wasted. This can greatly increase the overall efficiency of the vehicle. Careful attention should be paid to the brake balance of the vehicle when designing a powertrain with regenerative braking capability. In high-performance vehicles, up to 80% of the braking force may be on the front axle, which creates a much larger potential to recapture energy at the front wheels when compared with a rear wheel setup.

Proper brake balance during the braking cycle is extremely important as the vehicle will not achieve the maximum braking deceleration unless all four tires are brought to the peak friction level simultaneously. Improper brake balance will cause either the front or rear wheels to lock up prematurely and these stationary wheels will lose cornering traction. Proper brake balance is a function of the loads on the wheels, which is in turn a function of the deceleration.

#### 2.6.1 BRAKING FORCE

The braking force $F_b$, due to the brake system, which is developed on the interface between the road and the tire, is the primary braking force. When the braking force is below the tire–road adhesion limit, the braking force is given by:

$$F_b = \frac{T_b - \sum I\alpha_{an}}{r}$$  \hspace{1cm} (2.30)

where $T_b$ is the applied brake torque, $I$ is the rotating inertia connected with the wheel being decelerated, $\alpha_{an}$ is the corresponding angular deceleration, and $r$ is the rolling radius of the tire. Once
the braking force reaches the limit of tire–road adhesion, it cannot increase any further. In addition to the braking force, the rolling resistance of tires, aerodynamic resistance, grade resistance, and powertrain resistance, as discussed previously, also affect vehicle motion during braking. For the purpose of this vehicle model, it is assumed that these are minor losses and can be neglected.

### 2.6.2 Braking Characteristics of a Two-Axle Vehicle

When a vehicle is under braking or deceleration, an inertial reaction force is developed that is similar to the centrifugal force. Figure 2.3 shows the braking forces acting on a vehicle on a level road.
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The braking force is directly proportional to the normal load acting on the tire, which is proportional to the tire–road adhesion. Similar to when total tractive force was calculated, the front and rear tire contact points should once again satisfy the equilibrium equations for moments:

\[
F_{zf} = \frac{mg}{l_f + l_r} \left( l_r + \frac{ha}{g} \right), \quad F_{zr} = \frac{mg}{l_f + l_r} \left( l_f - \frac{ha}{g} \right)
\]

The maximum braking force that the tire–road adhesion will support can be determined by multiplying the normal force at the front and rear wheels by the coefficient of road adhesion, \( \mu \), as expressed in Equation 2.12.

### 2.7 Vehicle Power Plant and Transmission Characteristics

The two factors that limit conventional vehicle performance are the maximum tractive effort that the tire–ground adhesion can support, and the tractive effort that the overall powertrain can provide. The performance limits of the vehicle are dictated by the lesser of the tractive efforts. With the transmission in low gear and the engine throttle at maximum, the tractive effort may be limited by the nature of tire–road adhesion and loss of traction. As the transmission is shifted into higher gears, the tractive effort is often determined by the engine and transmission characteristics, which have to be taken into consideration when predicting the overall performance of a road vehicle.

#### 2.7.1 Power Plant Characteristics

For conventional vehicles, the ideal performance characteristic of a power plant is an unchanging power output across the entire operating range. At low speeds, motor torque is forced to maintain a constant value so as not to exceed the adhesion limit between the tire–ground contact area. After
the constant torque low-speed range, the torque varies with speed steeply, as shown in Figure 2.4. Constant power characteristics provide conventional vehicles with a high tractive effort at low speeds, which improves acceleration, grade climbing, and towing capacity. The internal combustion engine has been the standard power plant in conventional vehicles for over a century because of its relatively high power-to-weight ratio and low cost, but it is not without its shortcomings. Typically, an internal combustion engine has torque–speed characteristics that do not directly correlate with the ideal performance characteristics required by traction.

When compared with an ideal torque–speed profile, as shown in Figure 2.4, typical internal combustion engines have a relatively flat profile, which is why a multiple gear transmission is usually employed to modify it. As an internal combustion engine moves through its typical torque and power curves, representative characteristics are developed in each speed range that can be used to predict vehicle performance. The engine begins operating smoothly at idle speed, and as the engine speed approaches an intermediate range, good combustion quality and maximum engine torque are reached. As the speed increases further, the increasing losses in the air-induction manifold and the steady decline in engine torque cause the mean effective pressure to decrease. Power output continues to increase to its maximum at a specific high engine speed. Beyond this peak power point the engine torque decreases more rapidly as the engine speed is increased, which results in the decline of engine power output.

2.7.2 Transmission Characteristics

The term “transmission” refers to all of the systems or subsystems used for transmitting the engine power to the driven wheels or sprockets. The principal requirements for the transmission are to attain the desired maximum vehicle speed with an appropriate engine, to be able to move the vehicle on a steep slope as well as maintain speed on a gentle slope in high gear, and to properly match the engine characteristics to achieve the desired operating fuel economy and acceleration rate.

The two most common types of transmissions for conventional vehicles are the manual gear transmission and the automatic transmission with a torque converter. Other types of transmissions, such as the continuous variable transmission, are also in use and are beginning to gain popularity due to their relatively high overall efficiency.
2.7.2.1 Manual Transmission
Manual transmissions were the first gearbox designs used in conventional vehicles and were used for decades before automatic transmissions were introduced. These transmissions are still popular due to their simplicity, low cost, and high efficiency. The term “manual” implies that the driver must perform the shifting from gear to gear manually. A manual gear transmission consists of a clutch, gearbox, final drive, and driveshaft. The gearbox provides a number of gear reduction ratios, between three and five for passenger cars, and more for heavy commercial vehicles.

In determining maximum and minimum gear ratios, we can think back to the two factors that limit conventional vehicle performance. The maximum speed requirement determines the ratio of the highest gear. On the other hand, the gear ratio of the lowest gear is determined by the requirement of the maximum tractive effort or the gradeability, which is often assumed to be 33%. Choosing the ratios between high and low gear should be spaced in such a way that they will provide the tractive effort–speed characteristics as close to the ideal as possible, but unfortunately this is not always achievable. Traditionally, in conventional vehicles, the gear ratios are often chosen to minimize the time required to reach a specific speed or the maximum speed of the vehicle. With fuel economy moving to the forefront of vehicle design, a geometric progression approach, where consecutive gear ratios are very close to one another, could be used. The basis for this is to have the engine operating within the same speed range in each gear. This would ensure that in each gear, the operating fuel economy is similar.

2.7.2.2 Automatic Transmission
With an automatic transmission a driver no longer needs to actively change gears during driving, thus making the vehicle easier to drive. Automatic transmissions use fluid to transmit power in the form of torque and speed and are widely used in conventional passenger vehicles. In a conventional automatic transmission, the clutch is replaced with a fluid coupling or torque converter to eliminate engaging and disengaging action during gear changes. The torque converter’s three major components, shown in Figure 2.5 are the pump impeller, the turbine runner, and the stator. When the impeller is driven by the engine, the fluid in the impeller rotates with it, and as the speed increases, centrifugal force causes the fluid to flow into the turbine. The hydraulic fluid in the converter transfers torque through the kinetic energy of the transmission fluid as it is forced from the pump impeller to the turbine. The higher the engine speed the greater the torque applied to the turbine. The stator is located between the pump impeller and the turbine. The vanes of the stator catch the fluid as it leaves the turbine runner and redirects it so that it strikes the back of the vanes of the pump impeller giving it added torque. The major advantages of the automatic transmission are that it
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prohibits the engine from stalling, and it provides torque-speed characteristics that approach the ideal characteristics discussed previously. The major disadvantages of the automatic transmission are its low efficiency in a stop and go drive cycle and its very complicated construction.

2.7.2.3 Continuously Variable Transmission

As the interest in improving the fuel economy of automotive vehicles continues to grow, continuously variable transmissions (CVT) have attracted a great deal of attention. This type of transmission provides a continuously variable reduction ratio within a certain range, thus providing an infinite number of gear ratios. This allows the engine to operate under the most economical conditions over a wide range of vehicle speeds. It is therefore possible to achieve an ideal torque-speed profile, because any engine power output to the transmission can be applied to the wheels at any speed.

A belt CVT system is similar to standard belt–pulley drive, with one pulley connected to the engine shaft and the other connected to the output shaft. The exception, however, is that the half pulleys are not fixed and are able to move apart. Both pulleys have fixed axes of rotation at a distance from each other. The sides of each pulley are controlled so that they may move apart or together laterally, varying the effective diameter on which the belt grips. The overall lateral displacement of each pulley is the opposite of the other.

CHAPTER REVIEW PROBLEMS

Problem 1
On a 20°C sunny day with no wind speed, and an air density of 1.2 kg/m$^3$, a 1500 kg vehicle travels along an asphalt roadway with a 6° grade at 100 km/h and a rolling resistance coefficient of 0.013. The vehicle center of gravity is located 0.6 m from the ground in the center of the 2.5 m wheelbase with 0.66 m wheels and has a frontal area of 2.05 m$^2$ and a drag coefficient of 0.32.

Calculate the aerodynamic, grading, and rolling resistance.

Problem 2
After some engine and transmission performance upgrades, the same vehicle is taken to a test track to find out the new vehicle top speed. The upgrades have increased engine torque to 450 Nm and engine horsepower to 300 kW and an overall powertrain efficiency of 88%. After the upgrades, the minimum gear ratio of the transmission is 0.9, and the differential gear ratio is 3.21.

Calculate the maximum speed of the vehicle.

Problem 3
The same vehicle travels along a level asphalt roadway at 100 km/h, with a coefficient of road adhesion of 0.72, and encounters a large obstacle 50 m ahead and needs to stop to avoid striking the obstacle.

Calculate the braking force at the front and rear wheels that is required to stop just before the obstacle.
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3.1 INTRODUCTION

Internal combustion (IC) engines are a type of devices which convert the chemical fuel energy into mechanical work. There are many types of IC engine classifications ([1], pp. 7–9). Most typically, IC engines can be classified into two types: spark-ignition (SI) engines and compression–ignition
(CI) engines. The energy source of SI engines is usually gasoline. Correspondingly, diesel fuel is usually the energy source of CI engines. These two types of IC engines are the mainstreams nowadays and therefore are the objectives we mainly focus on in this chapter. However, it does not mean that in real practice, the fuel types are confined in above two kinds. Instead, other fuels, such as natural gas, ethanol, and hydrogen, can also be selected as the energy sources in IC engines.

IC engines convert chemical energy into mechanical work through combustion and power strokes, that is, at each time of fuel combustion, it will provide a power stroke which provides the mechanical work. In the operation, both SI engines and CI engines operate on cycles. Specifically, four-stroke cycle and two-stroke cycle are used.

Four-stroke cycle is typically used for engines in most of the automobiles due to its high efficiency, while two-stroke cycle has a good feature, that is, it can provide higher power output for a given engine size. Therefore, it is typically used in the situation where the engine size is of significance, such as motorcycles. Since the two-stroke cycle has much lower fuel efficiency than that of the four-stroke one, it is seldom adopted in passenger cars and other fuel efficiency-oriented vehicles. In this chapter, we mainly focus on the four-stroke cycle, which is commonly used for both SI and CI engines.

As can be seen in Figure 3.1, crank shaft revolutions are indicated in the bottom. When the cylinder volume achieves maximum (minimum), the crank position is called bottom-dead center (top-dead center). In the four-stroke cycle engine, each power stroke will take two crank shaft revolutions. That means each cycle will take about half-crank shaft revolution. The four strokes, in Figure 3.2, are:

1. Intake stroke: The intake stroke is from Top Dead Centre (TDC) to Bottom Dead Centre (BDC). In this stroke, fresh charge is drawn into the cylinder through intake valves. Typically, the intake valve opens slightly before TDC and closes after BDC to increase the inducted charge.

2. Compression stroke: The compression stroke is right after the intake stroke. In this stroke, both intake and exhaust valves are closed and charge in the cylinder is compressed. The cylinder pressure increases during the compression. When it is close to the end of the compression stroke (near TDC), combustion is initiated through SI engines or fuel injection and compression (CI engines).
3. Power stroke: After compression stroke, the cylinder pressure increases rapidly due to the combustion. The mixture gas with high pressure and temperature pushes the piston downward and enhances the crank rotation. In this stroke, the power is generated through combustion and transferred into the mechanical work in the form of crank rotation.

4. Exhaust stroke: At the end of the power stroke, the piston is around BDC. Then the exhaust valve starts to open and the exhaust gas is pushed out when the piston moves from BDC to TDC.

3.1.1 Operating Cycles

In this section, we investigate in detail the relationships between engine-operating cycles and their performance. To facilitate the cycle analysis, pressure–volume diagrams are commonly used, as in Figure 3.3.

3.1.1.1 Ideal Cycles

As we discussed, the engine operation in one cycle can be divided into four sequences, that is, intake, compression, power, and exhaust. The power process includes combustion and expansion. On the basis of some reasonable approximations, these sequences can be ideally described and
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analyzed through pressure–volume (p–V) diagrams. Commonly used approximations include constant-volume cycle (Otto cycle) in Figure 3.3 and constant-pressure cycle (Diesel cycle) in Figure 3.4. We call the cycles with these approximations ideal cycles.

In the ideal cycles, the intake and exhaust process are assumed as adiabatic and valves are assumed to open instantly. The compression and expansion process is assumed as isentropic.

The difference between the Otto cycle and Diesel cycle is in the combustion process. In Otto cycle, the combustion is assumed at constant volume. In Diesel cycle, the combustion is assumed at constant pressure.

The cycle efficiency plays important roles in the overall engine combustion efficiency. Without loss of generality, let us analyze the efficiency for a limited-pressure cycle (as is shown in Figure 3.5).

The cycle fuel conversion efficiency is defined as

\[
\eta = \frac{W_c}{m_f Q_{LHV}}
\]

where \(W_c\) is the indicated work per cycle, \(m_f\) is the fuel mass amount injected per cycle, and \(Q_{LHV}\) is the lower heat value of the fuel.

In the following, the subscripts 1–5 represent the corresponding value in Figure 3.5.

The compression work produced in the limited-pressure cycle is

\[
W_{\text{com}} = m c_v (T_1 - T_2)
\]

where \(c_v\) is the constant-volume heat capacity.
The expansion work is
\[ W_{\text{exp}} = m[c_v(T_4 - T_1) + p_3(V_4 - V_3)] \] (3.3)

For the combustion process,
\[ m_{f,2-3}Q_{LHV} = mc_v(T_3 - T_2) \]
\[ m_{f,3-4}Q_{LHV} = mc_p(T_4 - T_3) \] (3.4)

where \( c_p \) is the constant pressure heat capacity.

With the relation that
\[ W_c = W_{\text{com}} + W_{\text{exp}} \] (3.5)

and
\[ m_f = m_{f,2-3} + m_{f,3-4} \] (3.6)

the efficiency in the limited-pressure cycle is
\[ \eta = 1 - \left( \frac{T_5 - T_1}{(T_3 - T_2) + \gamma(T_4 - T_3)} \right) \] (3.7)

where \( \gamma \) is the heat capacity ratio.

With the assumptions that process 1–2 and process 4–5 in Figure 3.5 are isentropic, we have
\[ \eta = 1 - \frac{\kappa_p \kappa_v^\gamma - 1}{R_v^{-1}[\kappa_p \gamma(\kappa_v - 1) + \kappa_p - 1]} \] (3.8)

where \( R_v \) is the compression ratio, \( \kappa_p \) is the pressure ratio, defined as
\[ \kappa_p = \frac{P_3}{P_2} \] (3.9)

and \( \kappa_v \) is the volume ratio, defined as
\[ \kappa_v = \frac{V_4}{V_3} \] (3.10)

As can be seen, when \( \kappa_p = 1 \), it is Diesel cycle; when \( \kappa_v = 1 \), it is Otto cycle.

### 3.1.1.2 Real Cycles

In real operation, the engine-operating cycle is different from the ideal cycles due to the following considerations:

1. Combustion time: In real engine operation, the combustion does not occur instantly as in the ideal cycle.
2. Heat transfer: After the combustion, the in-cylinder gas temperature increases significantly. The temperature difference between gas temperature and cylinder wall temperature will lead to a heat loss.
3. Exhaust blowdown: When the exhaust valve opens before the exhaust stroke, the in-cylinder pressure will reduce below the isentropic line in the ideal cycle. The in-cylinder pressure reduction will decrease the expansion work.
4. Incomplete combustion and leakage: Incomplete combustion and leakage in the real practice are the other differences between ideal and real cycles.

Owing to these factors, the real cycle (Figure 3.6) is different from the ideal cycle.

3.2 CONCEPTS

3.2.1 Basic Geometrical Properties

3.2.1.1 Cylinder Volume

The volume that the piston swept by in a single movement from TDC to BDC in a single cylinder is defined as the displaced volume, referred to as \( V_d \). The volume swept by the pistons in all the cylinders in the movement from TDC to BDC is called the engine displacement, \( V_{ed} \). As can be easily noted, the engine displacement

\[
V_{ed} = V_d \cdot n_{cyl}
\]  
(3.11)

where \( n_{cyl} \) is the number of the cylinders.

The cylinder volume when the piston is at TDC is called clearance volume, \( V_c \). Note that \( V_c \) is the minimum cylinder. According to Figure 3.7, the connecting rod length is \( l \), the cylinder bore is \( B \), the stroke length is \( L \), and the crank radius is \( a \). Therefore, the distance between the piston pin axis and the crank axis, referred to as \( s \), can be calculated at any crank angle \( \theta \) (the initial position of \( \theta \) is defined as in Figure 3.7) by

\[
s(\theta) = a \cos \theta + (l^2 - a^2 \sin^2 \theta)^{1/2}
\]  
(3.12)

In each cycle, the cylinder volume changes as the piston movement. By these geometry parameters, we can determine the cylinder volume at \( \theta \) by

\[
V(\theta) = V_c + \frac{\pi B^2}{4}(l + a - s(\theta))
\]  
(3.13)
Note that, the maximum cylinder volume is at the crank angle $\theta = \pi$, where $s = -a + l$ and $V = V_c + ((\pi B^2 a)/2) = V_c + V_d$. The minimum cylinder volume is at the crank angle $\theta = 0$, where $s = a + l$ and $V = V_c$.

3.2.1.2 Compression Ratio

The compression ratio, $r_c$, is defined as the ratio between the maximum cylinder volume $V_c + V_d$ and the minimum cylinder volume $V_c$, that is,

$$r_c = \frac{V_c + V_d}{V_c}$$  \hspace{1cm} (3.14)

The compression ratio is an important parameter that represents how much the charge can be compressed for combustion. Typically, the compression ratio is smaller in the SI engine than that of the CI engine.

3.2.1.3 Other Parameters

With the information given above, other basic parameters can be derived straightforwardly.

The surface area of the combustion chamber, $A$, is calculated by

$$A = A_h + A_p + \pi B(l + a - s)$$  \hspace{1cm} (3.15)

where $A_h$ and $A_p$ are the cylinder head surface area and the piston crown surface area, respectively.

The ratio of connecting rod length to the crank radius is defined as

$$R = \frac{l}{a}$$  \hspace{1cm} (3.16)

The ratio of cylinder bore to stroke length is defined as

$$R_{bs} = \frac{B}{L}$$  \hspace{1cm} (3.17)
The instantaneous piston speed $S_p$ is derived by differentiating Equation 3.2

\[
S_p = \frac{ds}{dt} = LN \pi \sin \theta \left[ 1 + \frac{\cos \theta}{(R^2 - \sin^2 \theta)^{1/2}} \right]
\] (3.18)

where $N$ is the crankshaft rotation speed (rev/s).

The mean piston speed is defined as

\[
\bar{S}_p = 2LN
\] (3.19)

### 3.2.2 PERFORMANCE INDEX

Besides the basic parameters of IC engines, some important concepts related to the performance are introduced here.

#### 3.2.2.1 Torque and Power

Before the introduction of the torque and power of IC engines, two notations are provided, that is, “brake” and “indicated.” “Brake” normally refers to the usable portion of a specific term. “Indicated” refers to something that can be generated directly through a device or indicator and usually contains the “brake” and the friction portion.

The brake torque, $T_b$, refers to the useful torque output of the engine, which is normally measured by a dynamometer. Correspondingly, the brake power, $P_b$, is defined as

\[
P_b = 2\pi NT_b
\] (3.20)

Here, $N$ is the crankshaft rotation speed (rev/s).

The indicated work per cycle can be obtained through cylinder pressure versus cylinder volume integration as

\[
W_{ci} = \int pdV
\] (3.21)

If the integration only covers the compression and power strokes, it is called gross indicated work per cycle, $W_{ci,ge}$. If the integration covers the entire four strokes, it is called net indicated work per cycle, $W_{ci,in}$. The difference between these two is the work cost for the gas intake and exhaust process. This portion of work is defined as pumping work.

With the indicated work per cycle, we can calculate the indicated power as

\[
p_i = \frac{W_{ci}N}{2}
\] (3.22)

Note that 2 means that there are 2 revolutions per cycle in the four-stroke engine. Similar to considering the pumping work in the indicated work per cycle, the indicated power can be distinguished as net indicated power or gross indicated power by considering or not considering the pumping loss.

#### 3.2.2.2 Mean Effective Pressure

The mean effective pressure (MEP) is defined by the work per cycle dividing the cylinder displaced volume

\[
MEP = \frac{W_i}{V_d}
\] (3.23)

where $W_i$ refers to work per cycle.
The MEP is an essential measurement especially for engine design and evaluation, since the work per cycle or torque is only for the engine ability measurement regardless of the difference in the various cylinder displaced volumes.

Again, the MEP can be classified as the indicated mean effective pressure (IMEP) and the brake mean effective pressure (BMEP) according to whether the work per cycle used in Equation 3.13 is indicated or brake.

### 3.2.2.3 Specific Fuel Consumption

Another important term for measuring the efficiency of the engine is called specific fuel consumption (SFC). It describes the fuel flow rate per unit of output power as

\[
SFC = \frac{\dot{m}_f}{P}
\]  

(3.24)

where \(\dot{m}_f\) is the fuel flow rate. Obviously, a lower value of SFC indicates better fuel efficiency of the engine.

### 3.2.2.4 Air/Fuel or Fuel/Air Ratios

Before combustion occurs in the cylinder, air and fuel are mixed. The ratio of these two parts will largely determine the combustion process after mixing. The air/fuel ratio (A/F) and fuel/air ratio (A/F) are defined as

\[
\frac{A}{F} = \frac{\dot{m}_a}{\dot{m}_f}
\]  

(3.25)

\[
\frac{F}{A} = \frac{\dot{m}_f}{\dot{m}_a}
\]  

(3.26)

where \(\dot{m}_a\) is the air flow rate.

In conventional SI engines, the air and fuel are normally mixed homogeneously. The A/F in the SI engine is relatively small and close to the value that allows the oxygen in the air to be completely consumed after combustion. We call the combustion with high A/F “rich” burn, indicating that the portion of fuel is large in the mixture. In the CI engines with diesel fuel, the air and fuel are not homogeneously mixed and the A/F is relatively large. We call this mixture “lean” burn, indicating that the portion of fuel is small in the mixture.

### 3.2.2.5 Volumetric Efficiency

Another important term in the IC engines is the volumetric efficiency. In the intake stroke, charge is inducted into the cylinder through intake manifold. The volumetric efficiency is a measurement of the efficiency of the intake system, that is, indicating the inducted charge amount per cycle for a particular cylinder volume.

The definition of the volumetric efficiency is

\[
\eta_v = \frac{m_a}{\rho_i V_d}
\]  

(3.27)

where \(m_a\) is the mass of charge inducted into the cylinder per cycle and \(\rho_i\) is the intake charge density. As can be seen, when the charge is inducted into the cylinder without the density reduction, that is, the inducted charge density in the cylinder is maintained as high as the one in the
intake manifold, the volumetric efficiency is 1. When considering the intake charge mass flow rate, Equation 3.27 can be written as

\[ \eta_v = \frac{2m_i}{\rho V_{i,m} N} \]  

(3.28)

### 3.3 AIR-PATH LOOP

In this section, the engine-breathing issues along the routines of the charge and the exhaust gas in IC engines are discussed. The charge here refers to the gases before entering the cylinder, including (1) the fresh air; (2) the mixture of fuel and air; (3) the mixture of the recirculated exhaust gas and fresh air; and (4) the mixture of the recirculated exhaust gas, fresh air, and fuel.

The air-path loop includes intake and exhaust systems. The charge is introduced into the engine cylinder through intake systems and the exhaust gas goes out to ambience through exhaust systems after combustion. Properly designed air-path loop systems provide air/mixed gas at a desired gas initial condition in the cylinder and gas-exchange process. Among the factors affecting the air-path loop system, the structure and the mass flow rates control throughout each air-path loop section are of importance. The structure/geometry design typically considers the engine space limitation, the fluid dynamics, and the special purpose on intake gases. In conventional engine intake systems, the intake gas/mixture goes to intake manifold through a throttle. In more complex engine intake systems, the exhaust gas recirculation (EGR), turbocharger, and/or supercharger are frequently used based on the intake gas condition requirements. From the control application viewpoint, the throttles and valves along the air-path loop enable the intake gas mass flow rate control.

#### 3.3.1 THROTTLES AND VALVES

The mass flow rate through the throttle body or valve can be calculated by orifice equations [2,3]. When the flow through the throttle body or valve is unchocked, that is, the pressure ratio across the throttle/valve, \(p_d/p_u\), satisfies \(p_d/p_u > (2/(\gamma + 1))^{1/\gamma - 1}\), then

\[ m_v = \frac{C_d A_v p_u}{\sqrt{RT_u}} \left( \frac{p_d}{p_u} \right)^{1/\gamma} \left\{ \frac{2\gamma}{\gamma - 1} \left[ 1 - \left( \frac{p_d}{p_u} \right)^{\left(\gamma - 1\right)/\gamma} \right] \right\}^{1/2} \]  

(3.29)

When the flow through the throttle body or valve is choked, that is, the pressure ratio satisfies \(p_d/p_u < (2/(\gamma + 1))^{1/\gamma - 1}\), then

\[ m_v = \frac{C_d A_v p_u}{\sqrt{RT_u}} \gamma^{1/2} \left( \frac{2}{\gamma + 1} \right)^{(\gamma+1)/2(\gamma-1)} \]  

(3.30)

where \(p_f\) is the pressure upstream of the valve and \(p_s\) is the pressure downstream of the valve; \(T_u\) is the temperature upstream of the valve; \(\gamma\) is the ratio of specific heats; \(R\) is the ideal gas constant; \(C_d\) is the discharge coefficient, which can be derived through experimental calibration; and \(A_v\) is the valve effective open area. The critical pressure ratio is \((2/\gamma + 1)^{1/\gamma - 1} \approx 0.528.

#### 3.3.2 MANIFOLDS

The charge will enter the intake manifolds before going into the cylinder. In the intake manifold, the charge is evenly distributed into each cylinder. Even distribution helps the optimal design of the engine in terms of efficiency and performance.
After combustion, the exhaust gas from all the cylinders will be collected to the exhaust manifold before exiting through the exhaust pipe.

### 3.3.3 Power Boosting

For a given size of engine, the maximal injected fuel amount is related to the intake charge amount into the cylinder. Therefore, the maximal power for a given size of engine can increase, if the amount of intake charge increases. For this purpose, power-boosting techniques are commonly used to increase the power density of IC engines. Through power boosting, the intake charge will be compressed to a high density (high pressure) before entering into the cylinder.

In general, there are two types of power-boosting techniques, that is, turbocharging and supercharging. A turbocharging system [4] consists of a turbine and a compressor. These two components are connected through a common shaft. The energy from the exhaust gas will be used to drive the turbine and is transferred to the compressor. The compressor will therefore boost the intake charge to a high density. The good attribute of the turbocharging system is that it uses the exhaust gas energy to boost the engine and increases the energy efficiency. However, the available energy from the exhaust gas largely depends on the engine-operating conditions. In some cases, in the low engine speed and low load conditions, for instance, the turbocharging system cannot provide sufficient boosting energy as required.

To overcome the shortcomings of the turbocharging system, supercharging system provides a viable solution. In the supercharging system, the boosting power is from the engine's crankshaft through mechanical connections. The mechanical power is typically transferred into the compressor through a belt, gear, shaft, or chain from the engine crankshaft. Since the engine power was used in the intake charge boosting, the efficiency of the engine with the supercharging system is sacrificed to some extent.

### 3.4 Fuel-Path Loop

In IC engines, fuel is delivered into the combustion chamber through different ways.

#### 3.4.1 SI Engine Fuel Injection Systems

In conventional port fuel injection (PFI) SI engines [3], the fuel is injected into the intake port of each cylinder upstream of the intake valve. In this way, the amount of the fuel can be controlled by measuring/estimating the amount of the inlet air, and thus forms a generally homogeneous and stoichiometric mixture. The stoichiometric mixture is the one with which the fuel and the oxygen in the mixture can be just completely consumed. The stoichiometric mixture benefits the emission control in the after-treatment system (a three-way catalyst system) in SI engines.

In direct injection SI engines, the fuel is injected into the cylinder directly. The advantages of direct injection engines are: (1) the mixture is directly formed in the cylinder and therefore, a more accurate air/fuel ratio can be achieved; (2) the injection pressure is higher than that of the PFI engine and therefore, a more complete mixing can be achieved; and (3) the fuel injector design can be combined with the cylinder and piston shape to achieve specific mixing forms that enable extremely high-efficiency combustion.

#### 3.4.2 CI Engine Fuel Injection Systems

In most of the CI engines, fuel is directly injected into the chamber through the fuel injector. The mass flow rate of the fuel, \( \dot{m}_f \), can be calculated by

\[
\dot{m}_f = C_D A_n \sqrt{2 \rho_f \Delta p}
\]  

(3.31)
Advanced Electric Drive Vehicles

where $C_D$ is the discharge coefficient, $A_n$ is the minimum area of the nozzle, and $\Delta p$ is the pressure difference across the nozzle.

As can be seen from Equation 3.21, when the other parameters are fixed, the main source to increase the fuel flow rate is, $\Delta p$, the pressure difference across the nozzle. In conventional fuel injection system, the fuel pressure before the injector is built through the fuel pump. To significantly increase the fuel pressure before injection and therefore to increase $\Delta p$ across the nozzle of the injector, common rail fuel injection systems, as in Figure 3.8, are used. In common rail fuel injection systems, all the injectors share a high-pressure common rail, where the fuel pressure is built up through a fuel pump and regulated by a pressure-control valve. The pressure accumulated in the high-pressure common rail can be up to around 2000 bars.

3.5 COMBUSTION

In this section, the combustion processes in SI engines and CI engines are described respectively.

3.5.1 COMBUSTION IN SI ENGINES

In conventional SI engines, the fuel and air are mixed before the combustion chamber. When the mixed gas is induced into the engine cylinder, it is mixed with the residual gas and is then compressed by the piston during the compression cycle. The combustion starts when SI occurs at the spark plug about the end of the compression cycle. This is the first step of the combustion, called inflammation. After it is initiated by the sparking (inflammation), the mixed gas releases its energy through rapid flame development and propagation. The flame development and propagation differ from cycle to cycle. This is why the in-cylinder conditions, including pressure, temperature and species concentration, and space distributions, are significantly different. The speed of the flame propagation largely depends on the unburned mixture concentration, that is, the higher the unburned mixture density, the faster the flame propagates. However, the flame front is approximately in a circular shape in an SI engine, since it is with relatively homogeneous unburned gas distributions.

The combustion typically happens around the TDC at the end of the compression cycle. Proper combustion timing is of importance for the combustion efficiency. When the combustion happens ahead of TDC, the piston pushes the mixed gas and therefore, the kinetic energy from the piston reduces. On the other hand, when the combustion occurs after TDC, the peak in-cylinder pressure delays and therefore, the work transfer from the gas to the piston reduces. Thus, the combustion timing cannot be too early or too late and there exists optimal
combustion timing. The torque produced by the optimal combustion timing is called maximum brake torque (MBT).

### 3.5.2 Combustion in CI Engines

In CI engines, combustion occurs with several crank angles delay after the fuel injection, which typically happens near the end of the compression cycle. The fuel is injected and atomized into the combustion chamber at high pressure. After fuel injection, the fuel is vaporized and mixed with the air in the chamber. With high pressure and temperature at the time of fuel injection, the diesel fuel reaches its ignition point and starts to ignite spontaneously. After the start of ignition, the unburned fuel/air mixture will keep on combusting for the rest of the expansion cycle. Since the combustion in CI engines happens spontaneously and with multiple points, its process is much more complex than that of SI engines and is related to the fuel property, mixture homogeneity, and the shape of the engine chambers.

Since the combustion in CI engines is with autoignition, the duration between combustion initiator (fuel injection timing) and the timing of ignition is crucial. Such duration is called ignition delay in CI engines. Empirically, the ignition delay can be approximated as a function of in-cylinder pressure and temperature as follows:

$$\tau_d = A p^{n} \exp \left( \frac{E_a}{RT} \right)$$

where $\tau_d$ is the ignition delay; $E_a$ is an apparent activation energy for the fuel autoignition process; $R$ is the gas constant; $A$ and $n$ are constant parameters related to the fuel and other species concentration.

### 3.6 Emissions

#### 3.6.1 Emission Formation

In SI engines (gasoline engines), the exhaust gases contain nitrogen oxides (NOx), including nitrogen oxide (NO) and nitrogen dioxide (NO$_2$), carbon monoxide (CO), and unburned (or partially burned) hydrocarbons (HC) [5]. In CI engines (diesel engines), nitrogen oxides emissions are at the same level of that in SI engines. Hydrocarbons and particular emissions in diesel engines are more significant than that of SI engines. The level of carbon monoxide in diesel engines is lower than that in SI engines [6].

#### 3.6.1.1 Nitrogen Oxides

The majority of nitrogen oxides are produced by the chemical reactions between the atmospheric nitrogen and oxygen. There are several factors that contribute the formation of nitrogen oxides. The most critical factor is the peak combustion temperature [7]. In general, the higher the peak combustion temperature, the more likely nitrogen oxides will produce. Another important factor is the oxygen concentrations in the air/fuel mixture. Specifically, the fuel/air equivalence ratio, burned gas fraction, the exhaust gas recirculation rate, and the spark timing/fuel injection timing will largely determine the above two factors and therefore influence the nitrogen oxides productions.

#### 3.6.1.2 Carbon Monoxide

Carbon monoxide is produced due to the rich combustion. When excessive fuel exists locally, the carbon in the fuel tends to burn insufficiently. Therefore, the fuel/air equivalent ratio is the most significant factor influencing the carbon monoxide productions. The fuel in SI engines is typically
richer than that in CI engines. Thus, the carbon monoxide emission is more serious in SI engines than that in CI engines.

### 3.6.1.3 Unburned Hydrocarbon

Similar to carbon monoxide, the unburned hydrocarbon is produced as a result of incomplete combustion of IC engines on one aspect. On the other aspect, the fuel composition is another factor related to the unburned hydrocarbon production.

### 3.6.1.4 Particulate Matter

Because of the high percentage, particular matter emission is more significant in CI engines than that in SI engines.

### 3.6.2 Emission Control Strategy

There are two classes of emission control strategies: through combustion control and after-treatment systems. Combustion control is through the control of the initial in-cylinder conditions at combustion and/or the combustion itself.

An effective way to control NOx emission is exhaust gas recirculation (EGR) [8]. In general, NOx production is closely related to the peak combustion temperature. The higher the peak combustion temperature, the more NOx is produced. By introducing exhaust gas into the cylinder, the peak combustion temperature can be reduced.

### PROBLEMS

1. Explain the difference between IMEP and BMEP. Under what operating conditions, the maximal BMEP for a given IC engine can be achieved?
2. Discuss what are the design factors influencing the fuel efficiency for an IC engine.
3. Discuss what are the design factors influencing the maximal power for an IC engine.
4. For a four-cylinder SI engine, the required MBT is 160 Nm at the rotation speed of 2500 rpm. Assume that:
   1. The BMEP is 950 kPa at this operating point;
   2. The lengths of the bore and stroke are equal.
   What are the desired engine displacement and the length of the bore? What is the maximal brake power?
5. For a four-cylinder diesel engine, the displaced volume is 6 L, bore is 110 mm, stroke is 120 mm, and the compression ratio is 15.2. If the volumetric efficiency is 0.9 and the mean piston speed is 7 m/s, what is the air flow rate?
6. Calculate the stoichiometric air/fuel ratios on a mass basis for gasoline and diesel. Assume that the main component in gasoline is octane (C8H18) and the average chemical formula for diesel fuel is C12H23.
7. Calculate the average gas mass flow rate, when the air is going through a 30-mm-diameter valve with 30° opening at atmospheric condition. The upstream pressure is 1.5 bar and the downstream pressure is 1.2 bar.
8. For a conventional engine, discuss the nitrogen oxides emission changes during the process where the EGR ratio increases from zero to maximum.
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Power electronics can be described as the technology that combines contributions from electronic, magnetic, and electrochemical components to control and convert electric power. While analog and digital electronics are used to transmit and transform data and information, power electronics correspond to the conversion and transport of energy and power. The first power electronics system was developed in 1902 by Peter Cooper Hewitt. It consisted of a mercury arc rectifier to convert alternating current (ac) into direct current (dc) [1]. Modern power electronics started at the end of the 1940s with the invention of the first transistors. From then onward, performances of designed converters are regularly enhanced, thanks to the improvement of components, such as switching devices, magnetic material, or cold plates to name a few.

Power electronics defines the technology that enables the management of electrical energy. In an electrified vehicle, electric traction motors provide mechanical power to the wheels. Energy that powers the motors is either available from an electrochemical energy source (battery, ultracapacitor) or generated by the engine. Therefore, to operate a motor, it is necessary to transfer energy from onboard source(s) to the motor. This energy needs to be transformed in a controlled manner, to create a rotating magnetic field in the motor to match the load requirements. All these phases (transfer, transformation, and control) are enabled by the power electronic systems. Power converters (dc–dc, ac–dc, and dc–ac) are used to convert electrical energy and manage the power flow through the
vehicle. This power flow can be from the battery to the wheels (in both directions), from the grid to the battery (in both directions), and also from the engine to the battery or wheels.

This chapter first presents the fundamentals of switch-mode dc–dc converter. Electrical circuit and steady-state operation of the most popular converters are introduced and semiconductor devices are briefly introduced. The second section deals with switch-mode ac–dc converters. Single-phase and three-phase inverters are presented as well as the pulse-width-modulation (PWM) method. The third section discusses the fundamental concepts of ac–dc rectifiers. Both uncontrolled and controlled rectifiers are introduced in single-phase and three-phase configurations. The last section discusses design recommendations for power converter design. Loss evaluation and selection process of the power module is presented and illustrated with examples. Gate driver designs, as well as snubbers and busbar designs, are also discussed.

This chapter is aimed at helping the reader to understand and analyze most of the power electronics circuits. The design and selection of electrical parameters of the most popular dc–dc and ac–dc converters are introduced, as well as their operation principles. In some cases, assumptions or simplifications are assumed to perform the analysis, which are explicitly mentioned. In these cases, references are proposed to invite the interested reader to go further of the assumptions considered.

4.1 SWITCH-MODE DC–DC CONVERTER

4.1.1 DC–DC CONVERTER USE IN MODERN ELECTRIFIED VEHICLE

Dc–dc converter enables the generation of a controlled output dc voltage from any input dc voltage. In other words, using a dc–dc converter gives the possibility to transform a dc input voltage into a different dc output voltage. According to the used converter (Boost, Buck, and Buck–Boost), the input voltage can be either stepped up or stepped down. In applications such as power generation (e.g., wind turbine) or domestic application, dc–dc converter transforms unregulated rectified voltage into a controlled dc-voltage. The value of the output voltage is chosen according to the application (540 or 28 V in aerospace systems, 225–650 V in hybrid vehicle, etc.). In an electrified vehicle, a high-voltage battery is conventionally used as the electrical energy source of the vehicle. This battery can be sized differently according to the type of vehicle. The more the battery capacity, the more the electrical energy that can be stored within the vehicle and used to power it. In some cars (Toyota Hybrid System I, Fiat 500e), the battery is directly connected to the traction inverter. In this configuration, battery output is imposed to the drive system, which can be, in some cases, a constraint as it limits the performances of the electric motor (especially in terms of maximum speed). To avoid this, other configurations (Toyota Hybrid System II: Camry 2007, Prius 2010) have a dc–dc converter between the battery and the traction inverter. The dc–dc converter steps up the battery voltage to obtain the required dc-bus voltage. For instance, in the Prius 2010, three different dc-link voltages are used, thanks to the step-up dc–dc converter [2]. By adjusting this value, performances of the drive system can be modified in terms of performances as well as efficiency. Also, the use of a dc–dc converter gives flexibility in the system design; different battery packs with different voltage ratings can be used for the same motor.

Another application of the dc–dc converter in an electrified vehicle is the realization of an auxiliary power unit to power the low-voltage 12-V (or 48 V) dc grid. This dc grid supplies power to all the electronic components of the vehicle (air-conditioning system, microprocessor, lights, etc.).

This section of the chapter focuses on the presentation of three different dc–dc converter topologies: Buck, Boost, and Buck–Boost converters. Their steady-state operation will be presented first. Then, an overview of switching devices used in power electronics is proposed. It contains the basic information and details required to explain the operation of switching dc–dc, ac–dc, and dc–ac converters. To obtain more details about switching devices and their operation, interested readers are invited to refer to Reference 3. Then, mathematical models required to perform dynamic analysis and parameters selection of the converters are presented.
4.1.2 Steady-State Operation of Switch-Mode DC–DC Converter

In switch-mode dc–dc converter, the term “switch” comes from the fact that the converter comprises at least one switching device. This device is a semiconductor component enabling the circulation (on state) or not (off state) of a current through it. The state (on and off) of the semiconductor is either defined by the electric circuit (e.g., diode) or controlled by a periodic gate signal $u$, which is characterized by its duty cycle $d$ over a period $T$ (e.g., MOSFET and IGBT). The value of $d$ represents the average value of $u$ over the period $T$, as represented in Figure 4.1. The steady-state operation of a dc–dc converter corresponds to the expression of the input/output currents and voltages according to $d$. It specifies the root mean square (RMS) output voltage of the converter according to the RMS input voltage and the duty cycle. In the section presented here, it is assumed that all the converters operate in continuous conduction mode (CCM). This means that the current within the inductor is always higher than 0.

4.1.2.1 Buck Converter

An electrical circuit of the Buck converter with ideal switches is represented in Figure 4.2. The Buck converter enables to step down the input voltage. When $S_1$ is on, $V_L = V_{in} - V_{out}$, and when $S_1$ is off, $V_L = -V_{out}$. Over a period of time, the average value of $V_L$ is null in the steady state. If not, it means that the steady state is not reached yet. Hence, relation (4.1) can be expressed to obtain the transformation ratio between $V_{in}$ and $V_{out}$. Considering Equation 4.1, the transformation ratio between $V_{in}$ and $V_{out}$ in the steady state is given by relation (4.2), where $d$ is the duty cycle of $S_1$.

$$V_L = \frac{1}{T} \left( \int_0^T V_{in} - V_{out} \, dt + \int_{dT}^T -V_{out} \, dt \right) = 0$$

(4.1)

$$\Rightarrow d\cdot V_{in} = V_{out}$$

(4.2)

As the duty cycle is comprised between 0 ($S_1$ always open) and 1 ($S_1$ always closed), $V_{out}$ has a value ranging between 0 and $V_{in}$.

If we consider that all the components are perfect, there is no loss within the converter, and the input power (4.3) is equal to the output power (4.4) in the steady state. Then, by considering Equations 4.2, 4.4, and 4.5, the relation between the input current and the output current can be expressed as Equation 4.6.

$$P_{in} = V_{in} \cdot i_{in},$$

(4.3)

$$P_{out} = V_{out} \cdot i_{out}$$

(4.4)

$$P_{in} = P_{out}$$

(4.5)

$$\Rightarrow d \cdot i_{out} = i_{in}$$

(4.6)
4.1.2.2 Boost Converter

Boost converter steps up the input voltage. Considering ideal switches, its electrical circuit is represented in Figure 4.3. When $S_1$ is on, the diode is reverse biased and the inductor $L$ is charged by the source ($V_{\text{in}}$) and $V_L = V_{\text{in}}$. Then, when $S_1$ is off, energy stored within the inductance is transmitted to the dc-link capacitor and $V_L = V_{\text{in}} - V_{\text{out}}$. This energy transfer yields the generation of an output voltage higher than the input voltage. In an electrified vehicle, such a converter can be used between the battery pack and the traction inverter. This is the case in the Toyota Prius 2010.

Over an entire period, the average value of $V_L$ is equal to 0 in a steady-state operation. Hence, relation (4.7) can be expressed to obtain the transformation ratio between $V_{\text{in}}$ and $V_{\text{out}}$. The steady-state relation between $V_{\text{in}}$ and $V_{\text{out}}$ is given by relation (4.8), where $d$ is the duty cycle of $S_1$.

\[
V_L = \frac{1}{T} \left( \int_0^T V_{\text{in}} \, dt + \int_0^T V_{\text{in}} - V_{\text{out}} \, dt \right) = 0
\]  

\[
\Rightarrow V_{\text{in}} = (1 - d) \cdot V_{\text{out}}
\]  

As was done for the Buck converter, relations (4.3) through (4.5) and (4.8) can be used to express Equation 4.9 that expresses the current levels of Boost converter in the steady state.

\[
i_{\text{out}} = (1 - d) \cdot i_{\text{in}}
\]  

In the ideal case, Equation 4.8 shows that $V_{\text{out}}$ can be theoretically boosted up to infinity (case $d = 1$). However, an infinite output voltage is obviously not possible in practice. Indeed, parasitic resistive elements of the circuit limit the maximum output voltage reachable by the converter. For instance, if the series resistance $r_L$ of the inductor windings is considered, the steady-state relation becomes Equation 4.10.

\[
V_{\text{in}} = \left( 1 - d + \frac{r_L}{R \cdot (1 - d)} \right) \cdot V_{\text{out}}
\]
4.1.2.3 Buck–Boost Converter

Buck–Boost converter enables to either step up or step down the output voltage. Considering an ideal switch, its electrical topology is given in Figure 4.4. The switch $S_1$ permits to store energy within the inductor. When $S_1$ is “on-state,” the voltage across the inductor is $V_L = V_{in}$, and the current is circulating from the input voltage source to the inductor. Then, when $S_1$ is “off-state,” the energy stored within the inductor is transmitted to the dc-link capacitor through the diode. During this phase, $V_L = -V_{out}$. In steady-state operation, over one period, as explained above, the average value of $V_L$ is zero, and hence relation (4.11) can be expressed to obtain the transformation ratio between $V_{in}$ and $V_{out}$. From Equation 4.12, it can be seen that if $d < 0.5$, then $V_{out} < V_{in}$ and the converter operates in the Buck mode. Inversely, if $d > 0.5$, then $V_{out} > V_{in}$ and the converter operates in the Boost mode.

\[
V_L = \frac{1}{T} \left( \int_0^T V_{in} \, dt + \int_0^T -V_{out} \, dt \right) = 0 \tag{4.11}
\]

\[
\Rightarrow V_{in} \cdot d = (1 - d) \cdot V_{out} \tag{4.12}
\]

Similarly, for the Buck and Boost converters, if the converter is considered as ideal, and hence without any loss, Equations 4.3 through 4.5 and 4.12 can be considered to express Equation 4.13.

\[
i_{out} \cdot d = (1 - d) \cdot i_{in} \tag{4.13}
\]

From Equation 4.12, it can be seen that the ideal Buck–Boost converter can theoretically generate an infinite output voltage (case $d = 1$). As it has been mentioned for the Boost converter, this is not achievable in practice due to the parasitic resistivity of the components. Indeed, considering the series resistance $r_L$ of the inductor, Equation 4.12 becomes Equation 4.14.

\[
d \cdot V_{in} = \left( 1 - d + \frac{r_L}{R \cdot (1 - d)} \right) \cdot V_{out} \tag{4.14}
\]

4.1.2.4 Summary of Steady-State Characteristics of Presented dc–dc Converters

In Figure 4.5, the steady-state characteristics of each converter are plotted, which are given by Equation 4.1 for the Buck, Equations 4.8 and 4.10 for the Boost, and Equations 4.12 and 4.14 for the Buck–Boost. When selecting a topology, the designer should keep in mind that the more the duty cycle, the less the efficiency. This point is more detailed in Section 4.3.2.3. Thus, even if a Boost or a Buck–Boost offers theoretically very high step-up capabilities, they are limited in practice because of a too low efficiency in these operating areas.

4.1.3 Overview of Switching Devices

In the previous section, steady-state operations of three different dc–dc converters were presented. As it has been mentioned, these converters operate by way of semiconductors. Owing to their
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complexity, semiconductors are very often considered as ideal in power electronics circuit analysis. This approach simplifies a lot the analysis of the circuit and lets the designer focus on the electrical operation of the converter instead of the semiconductor itself. Nevertheless, it is important to have an understanding of how to select a semiconductor for an application as the use of an inappropriate device reduces the good operation of the converter and often leads to its failure. First, this section proposes an overview of the electrical characteristics of a switch, and then presents ideal characteristics of most used semiconductors in power electronics design. More detailed information about nonideal characteristics and properties of semiconductor devices can be found in References 3,4.

4.1.3.1 Electrical Characteristics of a Switch

In the power converter, switching devices have to open and close an electrical circuit. Hence, they need to behave as an electrical conductor to close the circuit, as well as an electrical insulator to open it. This double characteristic defines what a semiconductor is: a device able to conduct current in an efficient way, as well as block it. Semiconductors are rated in terms of the maximum voltage they can handle and still behave as an insulator, and the maximum current that can circulate through them without damaging the device. Maximum allowed current does not only depend on the module rating but also on the thermal properties of the semiconductor. Thus, according to the power module packaging, as well as the used heat sink, maximum allowed current can vary for the same device.

4.1.3.1.1 Current–Voltage Characteristic

Figure 4.6 shows the current–voltage characteristic of the four possible quadrants (Q₁, Q₂, Q₃, and Q₄) of an ideal switch shown in Figure 4.7. For every switch, at least one of these quadrants

FIGURE 4.5 Steady-state characteristics of the Buck, Buck–Boost, and Boost converters.

FIGURE 4.6 Current–voltage characteristic.
corresponds to the electrical characteristic of the device. This characteristic is an essential property of the switch as it defines in which application the switch can be used. For instance, in a bidirectional application, the switch should handle both positive and negative currents. Hence, at least two quadrants (e.g., $Q_1$ and $Q_2$) are mandatory to make it a possible candidate for the application. Such a configuration can be obtained by using two different switches in parallel.

The next section presents ideal electrical characteristics of some of the most used devices in automotive application: diode, metal oxide semiconductor field effect transistor (MOSFET), and insulated gate bipolar transistor (IGBT). The thyristor is also presented.

### 4.1.3.1.2 Switching Characteristics

Three families of semiconductors can be identified according to how their states (on and off) are controlled: uncontrolled, turn-on state is controlled, and turn-on and turn-off states are controlled. These properties are very important in the selection of a semiconductor as they define how the semiconductor can be used and controlled, and hence how it can behave in an electrical circuit.

### 4.1.3.2 Most Popular Switches Used in Switch-Mode Power Converter

In this section, the electrical characteristics of four widely used switches, diode, thyristor, MOSFET, and IGBT, are presented. Other components, such as the transistor, gate turn-off thyristors (GTO), bipolar junction transistor (BJT), or junction field-effect transistors (JFET), to name a few, also exist and are not mentioned here. More details related to all these semiconductors can be found in Reference 3.

Figure 4.8 shows the power rating and switching frequency range of popular power devices. MOSFET is often used in applications with power rating less than the kilowatt level. Usually, low-power MOSFET is cheap, low in power loss, and high in switching frequency (up to 1000 kHz). As a result, MOSFET dominates the low-power switch market. With the advance of semiconductor technology, more and more high-power-rating MOSFET devices are also available in the market. However, the cost is still much higher than IGBT with the same power rating.

![Ideal switch](image_url)
From kilowatt level up to a 100-kW level, IGBT is the best candidate. The popular IGBT devices can handle the collector–emitter voltage up to kilovolt level and collector–emitter current up to kiloampere level. Beyond that, the cost of the IGBT is very high compared to a thyristor. The maximum switching frequency of IGBT is usually around 20 kHz, which is relatively low compared to MOSFET but can meet the requirement of most vehicle power applications such as dc–dc converters and dc–ac inverters. One of the main disadvantages of IGBT is the turn-off current tail that leads to relatively high switching losses compared to MOSFET.

Thyristor devices are often used in megawatt-level applications. Unlike MOSFET and IGBT (voltage-controlled switch), thyristor is a current-controlled device that can be turned on by a controlled current but is hard to be turned off. The switching frequency of a thyristor is below 100 Hz. The thyristor is heavily used in megawatt-level ac–dc rectifier applications.

An example is given in Section 4.4.3.2 of this chapter to show how to determine the type of switching device based on voltage, current, and switching frequency requirements of the application.

4.1.3.2.1 Diode
Diode is a unidirectional uncontrolled component. The electrical symbol of a diode is represented in Figure 4.9. When the voltage across the diode is lower than 0, the diode is reverse biased and there is no current circulating through it. Hence, the diode is in its “off-state,” and is equivalent to an open switch. When the voltage across it is higher than 0, the diode is in its “on-state,” and current can circulate through the device. In practice, a voltage drop, called forward voltage, exists across the diode in the “on-state.” Current–voltage characteristic of an ideal diode is given in Figure 4.10.

4.1.3.2.2 Thyristor
Thyristor is an “on-state” controlled component. The electrical symbol of a thyristor is represented in Figure 4.11. Its “off-state” behaves in a similar way to a diode: when $V_{AK}$ is lower than 0, the component is reverse biased and there is no current circulating through it. However, when $V_{AK}$ becomes higher than 0, the device does not switch to its “on-state” as a diode would do. To turn on a thyristor, it has to be triggered by the gate signal. As a result, to switch from the “off-state” to the “on-state,” two conditions have to be respected: (1) $V_{AK} > 0$ and (2) a pulsed current has to be injected into the device through the gate port. In Figure 4.12, the electrical characteristic of an ideal thyristor is represented. In practice, a voltage drop, called forward voltage, exists across the thyristor in the “on-state” as is also for the diode. The nonideal behavior of a thyristor can be found in Reference 3.
4.1.3.2.3 MOSFET

MOSFET is a fully controllable switch. This means that both the “on-state” and the “off-state” are controlled by a gate signal, and thus by the user. When the gate signal is active, MOSFET is in the “on-state” and a current can circulate through it. When the gate signal is inactive (0 V), the device is in the “off-state” and no current can flow across it. In practice, the amplitude of the gate signal is impacting the current rating of the MOSFET: the higher the gate voltage, the higher the saturation current. Also, an “on-state” resistance exists within the device. This yields a voltage drop across the MOSFET. More details regarding MOSFET operation and its nonideal characteristics can be found in Reference 3.

The electrical symbol of a MOSFET is represented in Figure 4.13. An ideal characteristic of a MOSFET is given in Figure 4.14. Voltage rating of power MOSFET can be as large as 900 V. They are usually preferred over IGBT for low-voltage application (<50 V) as they propose lower
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**FIGURE 4.11** Thyristor.

![Current-voltage characteristic of ideal thyristor](image)

**FIGURE 4.12** Current–voltage characteristic of ideal thyristor.

![MOSFET Symbol](image)

**FIGURE 4.13** MOSFET (n-channel type).

![Current-voltage characteristic of ideal MOSFET](image)

**FIGURE 4.14** Current–voltage characteristic of ideal MOSFET.
conduction loss and can be operated for higher-switching frequency. This is especially profitable in low-voltage power supply design, where using a high switching frequency yields the reduction of the magnetic component size (inductor, transformer).

4.1.3.2.4 **IGBT**

Similar to the MOSFET, IGBT is a fully controllable switch. The electrical symbol of an IGBT is represented in Figure 4.15 and its corresponding electrical characteristic IGBT is given in Figure 4.16. Voltage rating of IGBT can be as large as 1600 V. They are usually preferred to MOSFET for high-power application (grid–tie inverter, drive system, etc.) because of their better current conduction capability at high voltage (400–1200 V). In automotive electrified traction systems, they are the conventionally used component for the traction system (Boost, inverter) due to their voltage and current ratings.

The electrical characteristic of a nonideal IGBT is different from the ideal one presented in Figure 4.16. Especially, current is also dependent on the gate voltage. Also, breakdown voltage and reverse blocking capability are not mentioned by the ideal model. More information regarding nonideal behavior and characteristic of IGBT can be found in Reference 3.

4.1.3.2.5 **Example: Switching Selection for a Unidirectional Buck Converter**

In this example, the operation of the Buck converter is considered to identify switching characteristics required for its two switches. From these characteristics, semiconductors that enable the proper operation of the converter are identified.

Let us consider the Buck converter given in Figure 4.17 comprising two nonidentified ideal switches. Electrical requirements imposed by the circuit operation to \( S_1 \) and \( S_2 \) are given in Table 4.1. From the defined overall characteristics of \( S_1 \), it can be seen from Figures 4.14 and 4.16 that MOSFET and IGBT enable the operation of the circuit. The thyristor cannot be used for \( S_1 \) as it does not enable the commutation from the “on-state” to the “off-state.” Also, it is obvious that characteristics defined for \( S_2 \) are exactly those of a diode. Hence, the use of these semiconductors enables the proper operation of a unidirectional Buck converter.
In this section, the state-space models of the Buck (Figure 4.2), Boost (Figure 4.3), and Buck–Boost (Figure 4.4) converters are presented. These representations are essential for the designer as they enable the dynamic consideration of the converters. From these models, it is possible to determine the dynamic properties of the converter required for parameter selection, such as inductance, capacitance, and switching frequency. Moreover, they are also required to design any control loop for the converter.

In the following section, switching devices are considered as ideal and no parasitic resistance is taken into account. The method to obtain the state-space representation of the Buck converter is presented in detail. For the other converter (Boost and Buck–Boost), corresponding state-space
representations are directly given. They can be obtained following a similar method as the one presented for the Buck converter.

4.1.4.1 State-Space Representation of the Buck Converter

The electrical circuit of the Buck converter is given in Figure 4.2. To obtain its corresponding state-space representation, it is necessary to express the state variables (current across the inductor and voltage across the capacitor) as a function of the converter parameters and the gate signal \( u \). To do so, the electrical circuit of Figure 4.2 is considered separately for the two values of \( u: u = 1 \) and \( u = 0 \). Then, from the analysis of these two configurations, a unique state-space model is identified for the converter.

4.1.4.1.1 State-Space Representation of Buck Converter: Case \( u = 1 \)

When \( u = 1 \), switch \( S_1 \) is in the “on-state” and voltage across the diode is \( V_d = -V_{in} \). Hence, the diode is reverse biased and the electrical circuit of the Buck corresponding to \( u = 1 \) is the one in Figure 4.18. From the electrical configuration, state-space Equations 4.15 and 4.16 can be expressed.

\[
\begin{align*}
L \frac{di}{dt} &= V_{in} - V_{out} \\
C \frac{dV_{out}}{dt} &= i - \frac{V_{out}}{R}
\end{align*}
\]  

(4.15)  

(4.16)

As it has been mentioned in Section 4.1.2.1 by Equation 4.2, \( V_{in} > V_{out} \) for a Buck converter. Thus, it can be seen from Equation 4.15 that the sign of \( L \frac{di}{dt} \) is positive, and thus, the voltage across \( L \) is increasing when \( u = 1 \). Also, the output current is higher than the input current, as explained by Equation 4.6. Input current is the one circulating through the inductor in this case. Hence, it can be seen from Equation 4.16 that \( V_{out} \) is decreasing when \( u = 1 \). From these two observations, we can say that when \( u = 1 \), the inductor \( L \) is charged by the voltage source whereas the capacitor \( C \) is discharged by the load.

4.1.4.1.2 State-Space Representation of Buck Converter: Case \( u = 0 \)

When \( u = 0 \), the switch \( S_1 \) is in the “off-state.” Energy stored within the inductance \( L \) (during the state \( u = 1 \)) is transferred to the capacitor \( C \) and the load (\( R \) here) by the current \( i \) circulating through the diode. Figure 4.19 gives the electrical configuration of this case. The state-space model of the Buck when \( u = 0 \) is given by Equations 4.17 and 4.18. During this state, current \( i \) coming from \( L \) is higher than the load current. Hence, \( C \) is charged and \( V_{out} \) is increasing.

\[
\begin{align*}
L \frac{di}{dt} &= -V_{out} \\
C \frac{dV_{out}}{dt} &= i - \frac{V_{out}}{R}
\end{align*}
\]  

(4.17)  

(4.18)

\[ \text{FIGURE 4.18 Buck converter configuration when } u = 1. \]
4.1.4.1.3 State-Space Representation of Buck Converter

To have a unique state-space representation of the circuit, the two state-space models corresponding to the cases $u = 0$ and $u = 1$ have to be combined together. For this, the value of $u$ is integrated to Equations 4.15 through 4.18, and the obtained representation is given by Equations 4.19 and 4.20. By replacing $u$ by 1 or 0, it is easy to see that Equation 4.19 is equivalent to Equation 4.15 when $u = 1$, and Equation 4.17 when $u = 0$. Also, by considering the duty cycle $d$ of $u$, the steady state of Equation 4.19 yields relation (4.2).

$$ L \frac{di}{dt} = u \cdot V_{in} - V_{out} \quad (4.19) $$

$$ C \frac{dV_{out}}{dt} = i - \frac{V_{out}}{R} \quad (4.20) $$

In Figure 4.20, waveforms of $V_{out}$ and $i$ are plotted considering Equations 4.19 and 4.20, and the parameters given in Table 4.2.

FIGURE 4.19 Buck converter configuration when $u = 0$.

FIGURE 4.20 Gate signal, current, and voltage waveforms of Buck converter.
4.1.4.2 State-Space Representation of the Boost Converter

Following a similar method as for the Buck converter, state-space model of the Boost converter represented in Figure 4.3 can be obtained. Considering the two possible configurations of the Boost converter \((u = 1 \text{ and } u = 0)\), the corresponding state-space model is expressed in Equation 4.21.

\[
\begin{align*}
L \frac{di}{dt} &= V_{in} - (1 - u)V_{out} \\
C \frac{dV_{out}}{dt} &= (1 - u)i - \frac{V_{out}}{R}
\end{align*}
\]  

(4.21)

In Figure 4.21, \(i\) and \(V_{out}\) given by Equation 4.21 are plotted over two periods for the set of parameters given in Table 4.3.

<table>
<thead>
<tr>
<th>Table 4.2 Parameters of the Buck Converter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{in}) (V)</td>
</tr>
<tr>
<td>200</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.3 Parameters of the Boost Converter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_{in}) (V)</td>
</tr>
<tr>
<td>200</td>
</tr>
</tbody>
</table>
4.1.4.3 State-Space Representation of the Buck–Boost Converter

Similar to that for the Buck converter, state-space model of the Buck–Boost converter represented in Figure 4.4 can be obtained. Considering the two possible configurations of the converter ($u = 1$ and $u = 0$), the corresponding state-space model is expressed in Equation 4.22. In Figure 4.22, waveforms of the converter obtained with the parameters given in Table 4.4 are plotted.

\[
\begin{align*}
L \frac{di}{dt} &= u \cdot V_{in} - (1 - u)V_{out} \\
C \frac{dV_{out}}{dt} &= (1 - u)i - \frac{V_{out}}{R}
\end{align*}
\] (4.22)

4.1.5 Inductance and Capacitance Selection

In the switching-mode dc–dc converter, the selection of proper inductance and capacitance values is very important for several reasons: the inductance is mandatory to enable power transfer through the converter as well as voltage transformation, as the inductor is the intermediary energy tank of the converter. Also, the inductance value has a direct impact on the input current ripple level, whereas the capacitance value mostly affects the output voltage ripple. These points are detailed above. For both the input current and the output voltage, specific levels often have to be respected.

<table>
<thead>
<tr>
<th>$V_{in}$ (V)</th>
<th>$d$</th>
<th>$L$ (μH)</th>
<th>$C$ (μF)</th>
<th>$f_{sw}$ (kHz)</th>
<th>$R$ (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.2</td>
<td>700</td>
<td>500</td>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>
for several reasons: power quality (standards, i.e., MIL-STD-704 for aerospace application) and/or preserving the health of electrochemical energy source (i.e., output current ripple of battery or fuel cell). To select proper values for both the inductance and the capacitance, it is then required to express the current and voltage ripple expressions. As it has been done for the state-space expression of converters, the method to obtain ripple expressions will be detailed for the Buck only.

4.1.5.1 Current and Voltage Ripples of Buck Converter

4.1.5.1.1 Current Ripple Evaluation

As it is represented in Figure 4.20 and explained in Section 4.1.4.1, inductor current \( i \) behavior is different according to the state of \( S_1 \) in a Buck converter. For each state, \( i \) is ruled by a different set of equations: (4.15), (4.16), (4.17), and (4.18). Current ripple \( \Delta i \) can be determined from any of these equations. Meanwhile, consideration of Equation 4.17 is easier as it does not include \( u \) and \( V_{out} \), and \( \Delta i \) can be evaluated by the integration of the current. To simplify the integration, it is assumed that the capacitance is big enough to make variations of \( V_{out} \) negligible in front of the current variations. As a result, \( V_{out} \) is considered to be equal to its operating point: \( V_{out0} = d \cdot V_{in} \) (see Equation 4.2) during this phase. Considering this, expression of the current when \( u = 0 \) can be expressed as Equation 4.23, and \( \Delta i \) is expressed as Equation 4.24.

\[
L \frac{di}{dt} = -V_{out0} 
\]

\[
\Delta i = \frac{1}{L} \int_{d,T} V_{out0} dt \Rightarrow \Delta i = \frac{V_{out0}(1-d)T}{L} 
\]

4.1.5.1.2 Inductance Selection

To select the inductance value for a specific application, the required maximal current ripple \( \Delta i_{max} \) has to be defined. For \( V_{in} = \) constant, the maximum value of this latter is obtained for \( d = 0.5 \), and is expressed by relation (4.25). Consideration of Equation 4.25 gives the minimum value of the inductance to ensure \( \Delta i_{max} \) for a given output voltage and time period (or switching frequency). It is worth noting that reducing \( T \), and hence increasing the switching frequency enables the reduction of the required inductance. However, in practice, the switching frequency cannot be increased too much because of the switching loss generated at each turn-on and turn-off phases of the semiconductors.

\[
\Delta i_{max} = \frac{V_{in} \cdot T}{4 \cdot L_{min}} 
\]

4.1.5.1.3 Voltage Ripple Evaluation

Voltage ripple level \( \Delta v \) across a capacitor \( C \) is expressed by Equation 4.26, where \( \Delta Q \), defined by Equation 4.27, is the charge variation within the dc-link capacitor.

\[
\Delta v = \frac{\Delta Q}{C} 
\]

\[
\Delta Q = \int idt 
\]

The capacitor is charged by the current \( i \) when the latter is higher than the load current \( i_{out} \). However, in Buck converter with resistive load only, the load current is equal to the average value of the inductor current. Then, \( \Delta Q \) corresponds to the area represented in Figure 4.23, which is expressed by Equation 4.28. Therefore, from Equations 4.26 and 4.28, expression of \( \Delta v \) for the Buck converter in the considered case is given by Equation 4.29.
4.1.5.1.4 Capacitance Selection

The selection of the capacitance is related to the maximum voltage ripple \( \Delta v_{\text{max}} \), as well as \( \Delta i_{\text{max}} \) defined by the specification of the system. Relation (4.30) expresses the relation used to define the minimum capacitance value for a specific application. Similar to that for the inductance selection, the required capacitance can be reduced by increasing the switching frequency (reducing \( T \)).

\[
\Delta v_{\text{max}} = \frac{T \Delta i_{\text{max}}}{8C_{\text{min}}} \tag{4.30}
\]

4.1.5.2 Current and Voltage Ripples of Boost Converter

4.1.5.2.1 Inductance Selection

As was done for the Buck converter, \( \Delta i \) can be expressed as Equation 4.31. Considering a constant value of the output voltage, the worst case corresponds to \( d = 0.5 \), and the inductance selection can be achieved considering relation (4.32).

\[
\Delta i = \frac{(1 - d) \cdot d \cdot V_{\text{out0}} \cdot T}{L} \tag{4.31}
\]

\[
\Delta i_{\text{max}} = \frac{V_{\text{out0}} \cdot T}{4 \cdot L_{\text{min}}} \tag{4.32}
\]

4.1.5.2.2 Capacitance Selection

Assuming that the capacitor is charged by current \( i \), and discharged by the load current \( i_{\text{out}} \) only (this means that \( i_0 - \Delta i/2 > i_{\text{out}} \)), then following a similar method as for the Buck converter, \( \Delta Q \)
corresponding to the gray area in Figure 4.24 is expressed by Equation 4.33. Then, from Equations 4.33, 4.9, and 4.26, the expression of $\Delta v$ for the Boost converter in the considered case is given by Equation 4.34.

$$
\Delta Q = \frac{1}{2} (1 - d) T \Delta i + (1 - d) T \left( i_o - \frac{\Delta i}{2} - i_{out} \right) 
$$

(4.33)

$$
\Delta v = \frac{d \cdot T \cdot V_{out0}}{R C_{min}}
$$

(4.34)

Considering the worst case of Equation 4.34 given for $d = 1$, and the requested value $\Delta v_{\text{max}}$, expression (4.35) gives the minimum capacitance value ensuring the requirements. It should be noted that if a different load is used (other than a pure resistor $R$), then the load current is not constant and Equations 4.33 through 4.35 have to be reevaluated.

$$
\Delta v_{\text{max}} = \frac{T \cdot V_{out0}}{R C_{\text{min}}}
$$

(4.35)

4.1.5.3 Current and Voltage Ripples of Buck–Boost Converter

4.1.5.3.1 Inductance Selection

Similar to that for the Buck and the Boost converters, $\Delta i$ expressed by Equation 4.36 is used to select the inductance. Considering the worst case defined by $d = 0$, the inductance selection can be achieved using relation (4.37).

$$
\Delta i = \frac{V_{out0} \cdot (1 - d) \cdot T}{L}
$$

(4.36)

$$
\Delta i_{\text{max}} = \frac{V_{out0} \cdot T}{L_{\text{min}}}
$$

(4.37)
4.1.5.3.2 Capacitance Selection

Assuming that the capacitor is charged by the current $i$, and discharged by the load current $i_{out}$ only (this means that $i_0 - \Delta i/2 > i_{out}$), then by following a similar method as for the Buck converter, $\Delta Q$ corresponding to the area represented in Figure 4.25 is expressed by Equation 4.38. Then, from Equations 4.38, 4.36, and 4.26, the expression of $\Delta v$ for the Buck–Boost converter in the considered case is given by Equation 4.39.

$$\Delta Q = \frac{1}{2} (1 - d) T \Delta i + (1 - d) T \left( i_0 - \frac{\Delta i}{2} - i_{out} \right)$$

$$\Delta v = \frac{d \cdot T \cdot V_{out0}}{RC}$$

Similar to that for the Boost converter, expression (4.40) gives the minimum capacitance value ensuring the requirement. Also, if a different load is used (other than a pure resistor $R$), then $\Delta Q$ has to be reexpressed and the analysis reconsidered.

$$\Delta v_{max} = \frac{T \cdot V_{out0}}{RC_{min}}$$

### 4.1.6 Limit Continuous Conduction Mode–Discontinuous Conduction Mode

Current and voltage waveforms presented above for Buck, Boost, and Buck–Boost converters assume that the current within the inductor is always higher than zero. However, as it is shown by Equations 4.24, 4.31, and 4.36, the current ripple is independent of the average value $i_{in0}$ of the current circulating through the inductor. Hence, if $i_{in0}$ is too low, then the current can become null during the phase corresponding to the discharge of the inductor. This operation of the converter is named: discontinuous conduction mode (DCM). An example of corresponding current waveform of the Buck converter operating in DCM is given in Figure 4.26.
For each presented converter, the limit between CCM and DCM is defined by relation (4.41).

\[
\frac{\Delta i}{2} = i_0
\]  
(4.41)

For instance, considering the Buck converter case, corresponding \( \Delta i \) given by Equation 4.24 yields relation (4.42) for the average value of the inductor current \( i_{0B} \) at the boundary. Boundary current corresponding to the Boost and Buck–Boost converter can be expressed considering Equations 4.31 and 4.36, respectively. When one of the converters operates in the DCM mode, its step-up/step-down characteristics are different and the analysis presented in this chapter has to be reconsidered accordingly.

\[
i_{0B} = \frac{V_{\text{out}0}(1 - d)dT}{2L}
\]  
(4.42)

4.2 SWITCH-MODE DC–AC INVERTERS

4.2.1 Single-Phase Inverter

Inverter converts a continuous (dc) current into an alternative (ac) one. Single-phase inverter generates, as expressed by their name, a single-phase ac output from a dc source. They are widely used in microgrid application as they enable the connection of solar panels, battery, or any other dc source to the ac grid. They are also used to drive single-phase ac motor.

4.2.1.1 Electrical Circuit

The electrical circuit of a single-phase inverter is given in Figure 4.27. The required electrical characteristic of each switch is given in Figure 4.28. This can be achieved using either a MOSFET or an IGBT with an antiparallel diode, as shown in Figure 4.29. Owing to its electrical configuration, the two switches of the same leg cannot be closed simultaneously because this case short-circuits the voltage source.

For leg 1 (controlled by \( u_1 \)), when \( u_1 = 1 \) (and \( \bar{u}_1 = 0 \)), the voltage \( V_{AN} \) between A and N is equal to \( V_{DC} \). When \( u_1 = 0 \), the switch at the bottom is closed and \( V_{AN} = 0 \). General relations between \( V_{DC}, V_{AN}, V_{BN}, \) and \( V_{AB} \) are given by Equation 4.43.

\[
\begin{align*}
V_{AN} &= u_1V_{DC} \\
V_{BN} &= u_2V_{DC} \\
V_{AB} &= V_{AN} - V_{BN} = (u_1 - u_2)V_{DC}
\end{align*}
\]  
(4.43)
In most applications, such as tie-grid inverter, a sinusoidal output is required. The single-phase inverter can generate such an output if a proper control scheme is applied. The most used method to generate sinusoidal output is the PWM.

4.2.1.2 Bipolar PWM

\[
\begin{align*}
  u_2 &= 1 - u_1 \\
  u_1 &= \begin{cases} 
    1 & \text{if } V_{\text{ref}} > V_{\text{carrier}} \\
    0 & \text{if } V_{\text{ref}} \leq V_{\text{carrier}}
  \end{cases}
\end{align*}
\]

The principle of PWM is to compare a given reference signal \((V_{\text{ref}})\) to a carrier \((V_{\text{carrier}})\) in order to generate the gate signal of the inverter switches, as represented in Figure 4.30. In bipolar PWM, only one reference signal is used to control the two legs. Relation between the control signal \(u_2\) of leg

![Single-phase inverter diagram](image1)

**FIGURE 4.27** Single-phase inverter.

![Current-voltage characteristic of ideal bidirectional switch for drive inverter](image2)

**FIGURE 4.28** Current-voltage characteristic of ideal bidirectional switch for drive inverter.

In most applications, such as tie-grid inverter, a sinusoidal output is required. The single-phase inverter can generate such an output if a proper control scheme is applied. The most used method to generate sinusoidal output is the PWM.

4.2.1.2 Bipolar PWM

\[
\begin{align*}
  u_2 &= 1 - u_1 \\
  u_1 &= \begin{cases} 
    1 & \text{if } V_{\text{ref}} > V_{\text{carrier}} \\
    0 & \text{if } V_{\text{ref}} \leq V_{\text{carrier}}
  \end{cases}
\end{align*}
\]

The principle of PWM is to compare a given reference signal \((V_{\text{ref}})\) to a carrier \((V_{\text{carrier}})\) in order to generate the gate signal of the inverter switches, as represented in Figure 4.30. In bipolar PWM, only one reference signal is used to control the two legs. Relation between the control signal \(u_2\) of leg

![Bidirectional switch (IGBT + diode)](image3)

**FIGURE 4.29** Bidirectional switch (IGBT + diode).
2 and \( u_1 \) are given in Equation 4.44. Equation 4.45 gives the relations followed by the bipolar PWM method. Figure 4.31 represents reference and carrier signals, as well as the corresponding generated gate signal. The amplitude of the carrier signal is designed as \( V_c \).

To generate a sinusoidal output with an inverter, the reference signal is chosen sinusoidal as specified in Equation 4.47. Also, it is assumed in this chapter, that the frequency of \( V_{\text{carrier}} \) is much larger than the frequency of \( V_{\text{ref}} \) and that the amplitude of \( V_{\text{ref}} \) is lower than the amplitude of \( V_c \). If these two conditions are not respected, then the analysis conducted here varies. Details regarding these different cases can be found in Reference 5. Figure 4.32 shows the obtained output voltage using a sinusoidal reference signal \( V_{\text{ref}} \) given in Equation 4.47. In accordance with Equations 4.43 and 4.44, \( V_{AB} \) is expressed by Equation 4.46 and can only be equal to \( +V_{\text{dc}} \) and \( -V_{\text{dc}} \).

\[
\begin{align*}
V_{AN} &= u_1 V_{\text{DC}} \\
V_{BN} &= (1 - u_1) V_{\text{DC}} \\
V_{AB} &= V_{AN} - V_{BN} = (2u_1 - 1) V_{\text{DC}} 
\end{align*}
\]  

By observing the shape of \( V_{AB} \), it is not obvious to identify the sinusoidal pattern generated by the PWM. To observe it, the Fourier transform of \( V_{AB} \) is plotted in Figure 4.33. It can be seen that the fundamental of \( V_{AB} \) is generated at the same frequency as \( V_{\text{ref}} \) and has its amplitude equal to \( V_m \) multiplied by the dc-bus voltage. \( V_m \) is commonly named modulation index. Also, a significant harmonic is generated at the switching frequency \( f_{\text{sw}} \). This harmonic decreases the quality of the generated output. In some applications, such as grid–tie inverter, standards ask for specific power quality requirements in terms of generated harmonics. If generated high-frequency harmonics are too important regarding power.

![Figure 4.30](image1.png)  
**FIGURE 4.30** Bipolar PWM scheme for single-phase inverter.

![Figure 4.31](image2.png)  
**FIGURE 4.31** PWM signals.
quality standards, additional low-pass filter can be added at the output of the inverter. The size of this filter decreases with its cutoff frequency. Thus, when the switching frequency is the highest, the output filter is the smallest. As a result, increasing the switching frequency yields the reduction of the filter. However, this also increases the switching loss of the inverter. Another solution to increase the frequency of the harmonics without increasing the switching frequency is to use a unipolar PWM scheme.

\[ V_{ref} = V_m \sin(2\pi f_s t) \]  \hspace{1cm} (4.47)

### 4.2.1.3 Unipolar PWM

In unipolar PWM scheme, the two legs of the inverter are controlled separately as represented in Figure 4.34. The two gate signals \( u_1 \) and \( u_2 \) follow relations specified in Equation 4.48, where \( V_{ref} \) is
defined as in Equation 4.47. Figure 4.35 shows the generated phase voltage $V_{AB}$ according to $V_{\text{carrier}}$ and $V_{\text{ref}}$. Using this control scheme enables the generation of three values for $V_{AB}$ ($+V_{dc}$, 0, and $-V_{dc}$), whereas the previous method generates only two ($+V_{dc}$ and $-V_{dc}$). Thanks to this, the power quality of $V_{AB}$ is improved. In Figure 4.36, the Fourier transform of $V_{AB}$ is given. It can be seen that the first harmonic is generated at a frequency of 20 kHz, which is twice the switching frequency used here. The use of this PWM scheme enables the generation of a sinusoidal output with a better power quality without increasing the switching frequency of the switches.

$$
\begin{align*}
    u_1 &= 1 \quad \text{if} \quad V_{\text{ref}} > V_{\text{carrier}} \\
    u_1 &= 0 \quad \text{if} \quad V_{\text{ref}} \leq V_{\text{carrier}} \\
    u_2 &= 1 \quad \text{if} \quad -V_{\text{ref}} > V_{\text{carrier}} \\
    u_2 &= 0 \quad \text{if} \quad -V_{\text{ref}} \leq V_{\text{carrier}}
\end{align*}
$$

(4.48)

### 4.2.1.4 Output Power of Single-Phase Inverter

To analyze the output power of the single-phase inverter, we assume that perfect sinusoidal output voltage and current, given by Equation 4.49, are generated across the load.

$$V_{AB} = V_{rms} \sqrt{2} \cos(\omega t) \quad I_{rms} \sqrt{2} \cos(\omega t + \phi)$$

(4.49)
Then, the “true” power in watts can be found from Equation 4.50, where \( \cos(\phi) \) is defined as the power factor of the inverter. As shown in Figure 4.37, power factor represents the phase angle between the voltage and the current of the load. The maximum transmitted power is reached when the power factor is equal to 1. In this case, current and voltage are exactly in phase. In a similar way, if the power factor is equal to \( -1 \), then the output power is negative. This means that energy is transmitted from the load to the dc-side of the inverter. In Figure 4.38, the output power versus power factor is plotted.

\[
P = V_{rms}I_{rms} \cos(\phi)
\]  

(4.50)

If no feedback control is applied to the inverter, the power factor is determined by the load. If the load is inductive (as for a motor), or capacitive, then phase currents lag behind phase voltages and the power factor is lower than one. If the load is purely resistive, then current and voltage are in phase and the power factor is equal to 1. For a load with an impedance \( Z \) given by Equation 4.51, phase angle \( \phi \) defining the power factor is expressed by Equation 4.52.

\[
Z = R + jX
\]  

(4.51)

\[
\phi = \tan^{-1} \left( \frac{X}{R} \right)
\]  

(4.52)
4.2.2 Three-Phase Inverter

Three-phase inverters are used to transform a dc-voltage source into a three-phase ac output. The two main applications of this type of inverter are: high-power grid-tie inverter for electrical energy transportation and three-phase ac drive system. Three-phase ac drive system is very important in any transportation application as almost every motor used for traction (automotive, railway, ship) are three-phase ac.

4.2.2.1 Electrical Circuit

Electrical circuit of a three-phase inverter is presented in Figure 4.39. It is composed of three legs in parallel to the dc voltage source. The middle point of each leg corresponds to one of the three outputs of the converter. In motor drive application, the three phases of the motor are connected in Y configuration, and are connected to the middle point of each leg, as in Figure 4.39. Three-phase inverter is composed of six bidirectional switches, such as MOSFET or IGBT with an antiparallel diode. Electrical characteristics of the switches are the same as for the single-phase configuration. Also, similar to that for the single-phase inverter, the two switches of one leg cannot be closed simultaneously. If this happens, the dc-voltage source is short-circuited.

4.2.2.2 Line-to-Line and Phase Voltages

Considering electrical configuration of Figure 4.39, the line-to-line and phase voltages of the inverter’s load can be expressed according to the gate signal of the switches and the dc-bus voltage. In Table 4.5, the different line-to-line voltage possibilities are given.

![Electrical circuit of three-phase inverter.](image)

**TABLE 4.5**

<table>
<thead>
<tr>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$V_{AB}$</th>
<th>$V_{BC}$</th>
<th>$V_{CA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$V_{dc}$</td>
<td>$-V_{dc}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$V_{dc}$</td>
<td>$-V_{dc}$</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$-V_{dc}$</td>
<td>0</td>
<td>$V_{dc}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-V_{dc}$</td>
<td>$V_{dc}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-V_{dc}$</td>
<td>$V_{dc}$</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$V_{dc}$</td>
<td>0</td>
<td>$-V_{dc}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
In Table 4.6, the line-to-neutral voltages are given. These voltages can be easily obtained from the electrical circuit of the inverter. In an opposite way, phase voltages of the load are not obvious to determine from the electrical circuit. Nevertheless, it can be demonstrated that they are linked to the line-to-neutral voltage by relation (4.53). Obtained phase voltages are expressed in Table 4.7. It can be noticed that the maximum voltage that can be applied to a phase of the load is equal to $|\frac{2}{3} \times V_{dc}|$.

$$\begin{bmatrix} V_{AN} \\ V_{BN} \\ V_{CN} \end{bmatrix} = \frac{1}{3} \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix} \begin{bmatrix} V_{A0} \\ V_{B0} \\ V_{C0} \end{bmatrix}$$ \quad (4.53)

### 4.2.2.3 dc-Side Current

The dc-side current of a three-phase inverter is expressed by Equation 4.54. Considering relation (4.55), which corresponds to the Y configuration of the load, and relation (4.53), dc-side currents corresponding to each state configuration of the inverter are expressed in Table 4.8.

$$i_{DC} = u_1 \times i_A + u_2 \times i_B + u_3 \times i_C$$ \quad (4.54)

$$0 = i_A + i_B + i_C$$ \quad (4.55)

### 4.2.2.4 PWM in Three-Phase Inverter

The principal function of a three-phase inverter is to generate a three-phase ac output from a dc input. In motor drive application, the frequency of the output, as well as its amplitude, is used to control the speed and torque of the motor. To generate both frequency-and amplitude-variable outputs, a

---

### TABLE 4.6

<table>
<thead>
<tr>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$V_{AN}$</th>
<th>$V_{BN}$</th>
<th>$V_{CN}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$\frac{1}{3} \times V_{dc}$</td>
<td>$\frac{1}{3} \times V_{dc}$</td>
<td>$-\frac{2}{3} \times V_{dc}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$\frac{1}{3} \times V_{dc}$</td>
<td>$-\frac{2}{3} \times V_{dc}$</td>
<td>$\frac{1}{3} \times V_{dc}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$-\frac{2}{3} \times V_{dc}$</td>
<td>$1/3 \times V_{dc}$</td>
<td>$1/3 \times V_{dc}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$-1/3 \times V_{dc}$</td>
<td>$-1/3 \times V_{dc}$</td>
<td>$2/3 \times V_{dc}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-1/3 \times V_{dc}$</td>
<td>$2/3 \times V_{dc}$</td>
<td>$-1/3 \times V_{dc}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$2/3 \times V_{dc}$</td>
<td>$-1/3 \times V_{dc}$</td>
<td>$-1/3 \times V_{dc}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

---

### TABLE 4.7

<table>
<thead>
<tr>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$V_{AN}$</th>
<th>$V_{BN}$</th>
<th>$V_{CN}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$\frac{1}{3} \times V_{dc}$</td>
<td>$\frac{1}{3} \times V_{dc}$</td>
<td>$-\frac{2}{3} \times V_{dc}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$\frac{1}{3} \times V_{dc}$</td>
<td>$-\frac{2}{3} \times V_{dc}$</td>
<td>$\frac{1}{3} \times V_{dc}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$-\frac{2}{3} \times V_{dc}$</td>
<td>$1/3 \times V_{dc}$</td>
<td>$1/3 \times V_{dc}$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$-1/3 \times V_{dc}$</td>
<td>$-1/3 \times V_{dc}$</td>
<td>$2/3 \times V_{dc}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-1/3 \times V_{dc}$</td>
<td>$2/3 \times V_{dc}$</td>
<td>$-1/3 \times V_{dc}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$2/3 \times V_{dc}$</td>
<td>$-1/3 \times V_{dc}$</td>
<td>$-1/3 \times V_{dc}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
</tbody>
</table>
three-phase PWM scheme can be used, as represented in Figure 4.40. As was detailed in the previous section, when using a sinusoidal reference, the generated output has its fundamental at the frequency of the reference signal, and its amplitude is proportional to the modulation index (defined as the ratio between the reference signal’s amplitude and the carrier’s amplitude). Considering signals defined in Figure 4.40, RMS values of the load’s phase voltage is given by Equation 4.56.

$$V_{\text{phase rms}} = \frac{V_m}{\sqrt{2}} \times \frac{V_{\text{DC}}}{2}$$ \hspace{1cm} (4.56)

In Figure 4.41, line-to-line and phase voltages obtained using the PWM scheme of Figure 4.40 are plotted. It can be seen that values of the line-to-line and phase voltage are in accordance with the ones given in Tables 4.5 and 4.7, respectively.

Corresponding dc-side and phase current waveforms are shown in Figure 4.42. The value of the dc-side current is always equal to one of the phase current or its opposite. Relations given in Table 4.8 specify the value of $i_{\text{DC}}$ according to the gate signals. The RMS value of the current is given by Equation 4.57, where $P$ is the input power of the inverter.

$$i_{\text{DC rms}} = \frac{P}{V_{\text{DC}}}$$ \hspace{1cm} (4.57)

Current flowing through one of the switches is the one circulating through its corresponding phase when its gate signal is 1 (switch in “on-state”). This state of period and pattern is defined by the duty cycle, and thus by the controller. The duty cycle is not constant; it varies continuously as it follows the PWM.

<table>
<thead>
<tr>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$i_{\text{DC}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$i_c$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>$i_b$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$i_a$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$i_c$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$i_b$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$i_a$</td>
</tr>
</tbody>
</table>

**TABLE 4.8**

**dc-Side Current**

**FIGURE 4.40** PWM scheme for three-phase inverter.
4.2.2.5 Output Power of Three-Phase Inverter

If we assume that the phase voltages and current across the load are the one defined in Equations 4.58 and 4.59, respectively, then the true output power (expressed in watts) transmitted to the load by the inverter is given by Equation 4.60, and can be simplified into Equation 4.61. As for the single-inverter case, cos(\(\phi\)) is defined as the power factor of the load, which can be obtained from the load by Equation 4.52. However, in motor drive application, current feedback is used to control the motor and, according to the control algorithm, the power factor of the motor can be changed to improve the efficiency/controllability of the drive system. Conventionally used control method such as space-vector-control enables to keep the angle between the magnetic fields of the rotor and the stator in a way (typically around 90°) to keep the power factor at a high value, and thus to ensure high efficiency of the motor. This is further discussed in Chapter 6.

\[
V_{AN} = V_{RMS} \sqrt{2} \cos(wt) \\
V_{BN} = V_{RMS} \sqrt{2} \cos \left( wt - \frac{2\pi}{3} \right) \\
V_{CN} = V_{RMS} \sqrt{2} \cos \left( wt + \frac{2\pi}{3} \right) \tag{4.58}
\]

FIGURE 4.41 Line-to-line and phase voltages generated by three-phase inverter and PWM scheme.

FIGURE 4.42 Phase and dc-side currents generated by three-phase inverter and PWM scheme.
\[ i_A = I_{\text{RMS}} \sqrt{2} \cos(wt + \varphi), \quad i_B = I_{\text{RMS}} \sqrt{2} \cos\left(wt - \frac{2\pi}{3} + \varphi\right), \quad i_C = I_{\text{RMS}} \sqrt{2} \cos\left(wt + \frac{2\pi}{3} + \varphi\right) \]

(4.59)

\[ P = V_{AN}i_A + V_{BN}i_B + V_{CN}i_C \]

(4.60)

\[ P = 3V_{\text{RMS}}I_{\text{RMS}} \cos(\varphi) \]

(4.61)

### 4.3 SWITCH-MODE AC–DC CONVERTERS

Single-phase ac/dc rectifiers can be classified into two main categories—half-wave rectifiers and full-wave rectifiers. In this chapter, diodes and switches have been considered to be ideal for the sake of simplicity. In other words, they are assumed to be short-circuited (zero voltage drop) when they are forward-biased with instantaneous reverse recovery.

#### 4.3.1 SINGLE-PHASE HALF-WAVE RECTIFIER

A half-wave rectifier is one of the simplest circuits. It essentially allows a portion of the positive input half-cycle to pass while blocking the negative half-cycle. Typically, such a circuit uses a single switch or diode for rectification and produces an output with pulsating characteristic and single polarity. This heavily pulsating signal requires significant filtering to eliminate harmonics and provide a constant dc output. Needless to say, the efficiency of the half-wave rectifier is limited since only half of the input sinusoidal waveform is converted to dc.

##### 4.3.1.1 Uncontrolled Half-Wave Rectifier

An uncontrolled single-phase rectifier consists of a single diode connected in series with the ac source, as shown in Figure 4.43. Applying Kirchoff's voltage law to the loop, voltages of the circuit can be expressed by Equation 4.62.

\[
\begin{align*}
V_i &= V_d + V_f \\
V_i &= Zi
\end{align*}
\]

(4.62)

If \( V_i > V_f \), then the diode is forward-biased causing the current to flow through the load. In this case, \( V_d = 0 \) (assuming the diode is ideal), and we can see that the voltage across the load is exactly equal to the source. If \( V_i < V_f \), the anode of the diode is at a lower potential than the cathode. This reverse biases the diode and the load is disconnected from the source.

[FIGURE 4.43 Uncontrolled half-wave rectifier.]
4.3.1.2 Uncontrolled Half-Wave Rectifier with Resistive Load

In this case, the voltage source of the circuit is assumed to be a perfect sinus, as defined in Equation 4.63, and the load is purely resistive: \( Z = R \).

\[
V_s(\omega t) = V_{\text{max}} \sin(\omega t) \quad 0 \leq \omega t \leq 2\pi
\]  

(4.63)

Associated waveforms of voltage and current for this case are shown in Figure 4.44. It can be seen that the rectified voltage and current always have a positive polarity. Since the diode cannot conduct when it is reverse biased, it stays OFF during the negative half-cycle. No current is circulating through the load and \( V_l = 0 \). During the positive half-cycle, the diode is ON and the load is directly connected in parallel to the source. Expressions of \( V_l \) and \( i(t) \) are given in Equations 4.64 and 4.65, respectively. Average and RMS values of \( V_l \) can be determined as shown in Equations 4.66 and 4.67, respectively. A similar calculation can be done for the current. Average and RMS values of \( i(t) \) are given in Equations 4.68 and 4.69, respectively.

\[
\begin{align*}
V_l(t) &= \frac{V_s(t)}{Z} = \frac{V_{\text{max}}}{R} \sin(\omega t) \quad 0 \leq \omega t \leq \pi \\
V_l(t) &= 0 \quad \pi \leq \omega t \leq 2\pi
\end{align*}
\]  

(4.64)

\[
\begin{align*}
i(t) &= \frac{V_l(t)}{Z} = \frac{V_{\text{max}}}{R} \sin(\omega t) \quad 0 \leq \omega t \leq \pi \\
i(t) &= 0 \quad \pi \leq \omega t \leq 2\pi
\end{align*}
\]  

(4.65)

\[
V_{l,\text{avg}} = \frac{1}{T} \int_0^T V_l(t) \, dt = \frac{1}{2\pi} \int_0^{2\pi} V_l(\omega t) \, d\omega = \frac{V_{\text{max}}}{\pi}
\]  

(4.66)

\[
V_{l,\text{rms}} = \sqrt{\frac{1}{T} \int_0^T V_l^2(t) \, dt} = \sqrt{\frac{1}{2\pi} \int_0^{2\pi} V_l^2(\omega t) \, d\omega} = \frac{V_{\text{max}}}{\sqrt{2}}
\]  

(4.67)
\[ I_{\text{avg}} = \frac{V_{\text{avg}}}{R} = \frac{V_{\text{max}}}{\pi R} \]  
\[ I_{\text{rms}} = \frac{V_{\text{rms}}}{R} = \frac{V_{\text{max}}}{2R} \]  

\section*{4.3.1.3 Uncontrolled Half-Wave Rectifier with RL Load}

An uncontrolled half-wave rectifier with the series resistive-inductive (RL) load defined in Equation 4.70 is now considered. The main difference between a purely resistive load and an inductive load is that energy is stored within the inductance when a current is circulating through it (as a reminder, this energy is equal to \( E = 0.5L_i^2 \)). When \( V_i \) goes negative, the current within the inductive load is not null yet. As a result, the diode in Figure 4.45 continues to conduct until no current flows through the series circuit. This will be further detailed in the following.

\[ Z = R + j\omega L = |Z| e^{-j\theta}, \quad \text{where } |Z| = \sqrt{R^2 + (\omega L)^2} \quad \text{and } \theta = \tan^{-1}\left(\frac{\omega L}{R}\right) \]  

Considering the voltage source defined in Equation 4.62, and assuming that there is no current flowing through the diode at \( t = 0 \), relation (4.71) can be expressed. Similar to that in the case with a purely resistive load, the diode is conducting during the interval \([0;\beta]\), where \( \beta \) needs to be determined.

\[ \begin{cases} 
V_i(t) = V_{\text{max}} \sin(\omega t) = R_i(t) + L \frac{di(t)}{dt}, & 0 \leq wt < \beta \\
V_i(t) = 0, & \beta \leq wt < 2\pi 
\end{cases} \]  

By solving the first-order differential Equation 4.71, and considering the aforementioned initial condition for the current, this latter can be expressed as in Equation 4.72 during the interval \([0;\beta]\).

\[ \begin{cases} 
i(t) = \frac{V_{\text{max}}}{Z} \left[ \sin(\omega t - \theta) + \sin(\theta) e^{\frac{-R\beta}{\omega L}} \right], & 0 \leq wt < \beta \\
i(t) = 0, & \beta \leq wt < 2\pi 
\end{cases} \]  

Because of the energy stored in the inductor, the diode is forced to conduct until an angle \( \beta \), which is called the extinction angle. To determine \( \beta \), we need to identify when the diode stops conducting. This is equivalent to determining when the current \( i \) reaches 0. This can be calculated by solving Equation 4.73. Owing to the nonlinear properties of Equation 4.73, numerical methods are recommended to evaluate \( \beta \).

\[ i(\beta) = \frac{V_{\text{max}}}{Z} \left[ \sin(\beta - \theta) + \sin(\theta) e^{\frac{-R\beta}{\omega L}} \right] = 0 \]  

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{image.png}
\caption{Uncontrolled half-wave rectifier with RL load.}
\end{figure}
Finally, from the output voltage 4.71 and the extinction angle defined by Equation 4.73, average and RMS voltages of the circuit are expressed as in Equations 4.74 and 4.75, respectively.

\[
V_{\text{avg}} = \frac{1}{T} \int_{0}^{T} v(t) dt = \frac{1}{2\pi} \int_{0}^{\beta} v_{r}(\omega t) d\omega \cos \beta = \frac{V_{\text{max}}}{2\pi} (1 - \cos \beta) \tag{4.74}
\]

\[
V_{\text{rms}} = \sqrt{\frac{1}{T} \int_{0}^{T} v^{2}(t) dt} = \sqrt{\frac{1}{2\pi} \int_{0}^{\beta} v_{r}^{2}(\omega t) d\omega \sin 2\beta} = \frac{V_{\text{max}}}{2\sqrt{\pi}} \sqrt{\beta - \frac{\sin 2\beta}{2}} \tag{4.75}
\]

Associated waveforms of the circuit are plotted in Figure 4.46. The influence of the inductor can clearly be seen in Figure 4.46, where the output voltage goes negative for a period of time. Moreover, owing to the inductive properties of the load, the current flowing through the series-connected circuit is “out of phase” with the voltage and has a distorted sinusoidal shape.

### 4.3.1.4 Half-Wave Controlled Rectifier

The single-phase controlled rectifier has a topology that is very similar to the uncontrolled rectifier defined in the previous section. The only difference is that in this circuit, a controlled switch is used instead of a diode. The electrical configuration of the converter is shown in Figure 4.47.

Replacing the diodes with controllable switches can control the output of a rectifier. Now the switch does not conduct unless a voltage is applied to the gate terminal. In the case where the switch is a thyristor, only a triggering pulse needs to be applied to the terminal to turn it on. Therefore, by controlling the firing angle of the switch, the output voltage of the circuit can also be controlled.

### 4.3.1.5 Half-Wave Controlled Rectifier with R Load

In this case, the voltage source of the circuit is assumed to be a perfect sinus as defined in Equation 4.62 and the load is purely resistive: \(Z = R\). Gate signal \(d\) of the switch is given in Equation 4.76. As
mentioned previously and detailed in Section 4.1.3.2.2, if a thyristor is used, only a pulsed signal is required to turn on the switch. Similar to that for a diode, the turn-off phase is controlled by the electrical circuit. Hence, relation (4.76) does not correspond to the use of a thyristor.

Corresponding load voltage and current are expressed in Equations 4.77 and 4.78, respectively. Waveforms of the controlled rectifier are shown in Figure 4.48.

\[
\begin{align*}
    d(wt) &= 0, \quad 0 \leq \omega t \leq \alpha \\
    d(wt) &= 1, \quad \alpha \leq \omega t \leq \pi \\
    d(wt) &= 0, \quad \pi \leq \omega t \leq 2\pi \\
\end{align*}
\]  

\[
\begin{align*}
    v_i(\omega t) &= 0, \quad 0 \leq \omega t \leq \alpha \\
    v_i(\omega t) &= V_{\text{max}} \sin(\omega t), \quad \alpha \leq \omega t \leq \pi \\
    v_i(\omega t) &= 0, \quad \pi \leq \omega t \leq 2\pi \\
\end{align*}
\]  

**FIGURE 4.47** Controlled half-bridge rectifier.

**FIGURE 4.48** Waveforms corresponding to controlled half-bridge rectifier; case \( Z = R \).
\[
\begin{align*}
    i_1(\omega t) &= \frac{v_1(t)}{Z_t} = 0, \quad 0 \leq \omega t \leq \alpha \\
    i_2(\omega t) &= \frac{v_1(t)}{Z_t} = \frac{V_{\text{max}}}{R} \sin(\omega t), \quad \alpha \leq \omega t \leq \pi \\
    i_3(\omega t) &= \frac{v_1(t)}{Z_t} = 0, \quad \pi \leq \omega t \leq 2\pi
\end{align*}
\] (4.78)

Similar to the half-wave uncontrolled rectifier in Equations 4.66 and 4.67, average and RMS values of the output voltage are expressed in Equations 4.79 and 4.80. It can be seen that these values are dependent on the firing angle \( \alpha \). The maximum value of the average and RMS output voltage are reached for \( \alpha = 0 \), and they are zero for \( \alpha = \pi \). As a result, the output voltage of the rectifier can be controlled by adapting the firing angle \( \alpha \) accordingly.

\[
V_{\text{avg}} = \frac{1}{2\pi} \int_0^\pi v_1(\omega t)d\omega t = \frac{V_{\text{max}}}{2\pi} (1 + \cos \alpha) \quad (4.79)
\]

\[
V_{\text{rms}} = \sqrt{\frac{1}{2\pi} \int_0^\pi v_1^2(\omega t)dt} = \frac{V_{\text{max}}}{2} \sqrt{1 - \frac{\alpha}{\pi} + \frac{\sin(2\alpha)}{2\pi}} \quad (4.80)
\]

Average and RMS values of the current can be easily obtained from Equations 4.79 and 4.80. They are expressed in Equations 4.81 and 4.82, respectively.

\[
I_{\text{avg}} = \frac{V_{\text{avg}}}{R} = \frac{V_{\text{max}}}{\pi R} (1 + \cos \alpha) \quad (4.81)
\]

\[
I_{\text{rms}} = \frac{V_{\text{rms}}}{R} = \frac{V_{\text{max}}}{2R} \sqrt{1 - \frac{\alpha}{\pi} + \frac{\sin(2\alpha)}{2\pi}} \quad (4.82)
\]

### 4.3.2 Single-Phase Full-Wave Rectifier

A full-wave rectifier is capable of converting the alternating input voltage to an output with unipolar characteristic. In essence, this circuit allows the positive half-cycle of the input waveform to pass once the requirements for turning the switch ON are met. During the negative half-cycle, this configuration is capable of providing an alternate path to rectify the input waveform, that is, invert it to maintain the same polarity at the output. This circuit is inherently more efficient than its half-wave counterpart as it uses both the positive and negative portions of the input voltage to generate the output dc voltage instead of every other half-cycle. Operation of the converter will be presented for the purely resistive case only. However, the case corresponding to the RL load can be determined following a similar analysis method like the one presented for the single-phase half-wave inverter.

#### 4.3.2.1 Single-Phase Full-Wave Uncontrolled Bridge Rectifier

The single-phase bridge rectifier configuration uses four diodes connected in a bridge configuration to produce dc output voltage. The ac input voltage is applied across the diagonal ends of the bridge while the load is connected between other two ends of the bridge. In Figure 4.49, four diodes \( D_1 \sim D_4 \) are arranged such that only two diodes conduct during each half-cycle. During the positive half,
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diodes $D_1$ and $D_2$ conduct, while diodes $D_3$ and $D_4$ are reverse biased. Current flows through the load from point A to point B, as shown in Figure 4.50. During the negative half, diodes $D_1$ and $D_4$ conduct, while $D_3$ and $D_2$ are reverse biased. In this case also, current flows from point A to point B of the circuit. This results in a rectified output voltage with a ripple frequency that is twice that of the half-wave circuit. The following sections show the circuit operation and associated equations for a purely resistive load profile.

### 4.3.2.2 Single-Phase Uncontrolled Bridge Rectifier with R Load

In this case, the voltage source of the circuit is assumed to be a perfect sinus as defined in Equation 4.62, and the load is purely resistive: $Z = R$. Associated output voltage and current are expressed in Equations 4.83 and 4.84, respectively. Waveforms of the converter are shown in Figure 4.51.

$$v_i(\omega t) = |v_s(\omega t)| = V_{\text{max}}|\sin(\omega t)|, \quad 0 \leq \omega t \leq 2\pi$$ (4.83)

$$i_i(\omega t) = \frac{v_i(t)}{Z} = \frac{V_{\text{max}}}{R} |\sin(\omega t)|, \quad 0 \leq \omega t \leq 2\pi$$ (4.84)

From relation (4.83), the average and RMS values of the output voltage can be determined. These are given in Equations 4.85 and 4.86, respectively.

$$V_{i,\text{avg}} = \frac{\int_0^{2\pi} v_i(\omega t)d\omega t}{2\pi} = \frac{\int_0^\pi v_i(\omega t)d\omega t}{\pi} = \frac{2V_{\text{max}}}{\pi}$$ (4.85)

$$V_{i,\text{rms}} = \sqrt{\frac{\int_0^{2\pi} v_i^2(\omega t)dt}{2\pi}} = \sqrt{\frac{\int_0^\pi v_i^2(\omega t)dt}{\pi}} = \frac{V_{\text{max}}}{\sqrt{2}}$$ (4.86)

**FIGURE 4.49** Uncontrolled full-bridge rectifier.

**FIGURE 4.50** Conducting half-cycles of uncontrolled full-bridge rectifier.
In a similar way, characteristics (4.87) and (4.88) of the current can be determined from Equation 4.84.

\[
I_{\text{avg}} = \frac{V_{\text{avg}}}{R} = \frac{2V_{\text{max}}}{\pi R} = \frac{2I_{\text{max}}}{\pi} \tag{4.87}
\]

\[
I_{\text{rms}} = \frac{V_{\text{rms}}}{R} = \frac{V_{\text{max}}}{\sqrt{2} R} = \frac{I_{\text{max}}}{\sqrt{2}} \tag{4.88}
\]

### 4.3.2.3 Single-Phase Full-Wave Uncontrolled Rectifier with RC Load

As mentioned above, a rectifier is used to convert an ac input into a dc output. In some applications, there is a specific requirement for the ripple of the output voltage. However, as can be seen in all the waveforms given previously in this section, output voltages generated by rectifiers have significant harmonics when debiting on a resistive or inductive load. Hence, to improve the power quality, a capacitor is added at the output of the rectifier, as shown in Figure 4.52. This capacitor acts as an energy buffer and smoothes the output voltage. Associated voltage waveforms of the converter in Figure 4.52 are shown in Figure 4.53. Similar behavior can be observed for other topologies (center-tapped, half-bridge, etc.).
4.3.2.4 Single-Phase Full-Wave Controlled Rectifier

As in the previous case, diodes can be replaced in the circuit by a switch to control the output voltage. Configuration of the controlled bridge rectifier is shown in Figure 4.54.

4.3.2.5 Single-Phase Full-Wave Controlled Rectifier with R Load

Similar to the previous circuits, the voltage source of the circuit is assumed to be a perfect sinusoidal as defined in Equation 4.62 with a purely resistive load: $Z = R$. Gate signal $d_1$ controlling the positive diagonal is given in Equation 4.89. Similarly, gate signal $d_2$ controlling the negative diagonal is given in Equation 4.90. Also, if switches are thyristor, only the turn-on has to be controlled by a pulsed signal. Corresponding load voltage and current are expressed in Equations 4.91 and 4.92, respectively. Waveforms of the controlled rectifier are shown in Figure 4.55.

\[
\begin{align*}
    d_1(wt) &= 0, \quad 0 \leq \omega t \leq \alpha \\
    d_1(wt) &= 1, \quad \alpha \leq \omega t \leq \pi \\
    d_1(wt) &= 0, \quad \pi \leq \omega t \leq 2\pi \\
\end{align*}
\quad (4.89)
\]

\[
\begin{align*}
    d_2(wt) &= 0, \quad 0 \leq \omega t \leq \pi + \alpha \\
    d_2(wt) &= 1, \quad \pi + \alpha \leq \omega t \leq 2\pi \\
\end{align*}
\quad (4.90)
\]

\[
\begin{align*}
    v_l(\omega t) &= 0, \quad 0 \leq \omega t \leq \alpha \\
    v_l(\omega t) &= V_{\text{max}} |\sin(\omega t)|, \quad \alpha \leq \omega t \leq \pi \\
    v_l(\omega t) &= 0, \quad \pi \leq \omega t \leq \pi + \alpha \\
    v_l(\omega t) &= V_{\text{max}} |\sin(\omega t)|, \quad \pi + \alpha \leq \omega t \leq 2\pi \\
\end{align*}
\quad (4.91)
\]

FIGURE 4.53 Waveforms corresponding to uncontrolled full-bridge rectifier; case $Z = RC$.

FIGURE 4.54 Controlled full-bridge rectifier.
Expressions of the average and RMS output voltage are given in Equations 4.93 and 4.94, respectively, where $V_l$ is the one defined in Equation 4.91. As it was observed for the half-wave-controlled rectifier, the output characteristics of the converter depend on the firing angle $\alpha$. By adjusting $\alpha$, the RMS output voltage of the rectifier can be controlled.

$$i_l(\omega t) = \frac{v_l(t)}{Z_l} = 0, \quad 0 \leq \omega t \leq \alpha$$

$$i_l(\omega t) = \frac{v_l(t)}{Z_l} = \frac{V_{max}}{R} |\sin(\omega t)|, \quad \alpha \leq \omega t \leq \pi$$

$$i_l(\omega t) = \frac{v_l(t)}{Z_l} = 0, \quad \pi \leq \omega t \leq \pi + \alpha$$

$$i_l(\omega t) = \frac{v_l(t)}{Z_l} = \frac{V_{max}}{R} |\sin(\omega t)|, \quad \pi + \alpha \leq \omega t \leq 2\pi$$

(4.92)

Expressions of the average and RMS output current can be deduced from Equations 4.92, 4.93, and 4.94. They are given in Equations 4.95 and 4.96.

$$I_{l_{avg}} = \frac{1}{2\pi} \int_0^{2\pi} v_l(\omega t) d\omega t = \frac{\int_0^{\pi} v_l(\omega t) d\omega t}{\pi} = \frac{V_{max}}{\pi} (1 + \cos \alpha)$$

(4.93)

$$V_{l_{rms}} = \sqrt{\frac{1}{2\pi} \int_0^{2\pi} v_l^2(\omega t) d\omega t} = \sqrt{\frac{\int_0^{\pi} v_l^2(\omega t) d\omega t}{\pi}} = \frac{V_{max}}{\sqrt{2}} \sqrt{1 - \frac{\alpha}{\pi} + \frac{\sin 2\alpha}{2\pi}}$$

(4.94)

Expressions of the average and RMS output current can be deduced from Equations 4.92, 4.93, and 4.94. They are given in Equations 4.95 and 4.96.

$$I_{l_{avg}} = \frac{1}{Z} \int_0^{2\pi} v_l(\omega t) d\omega t = \frac{1}{ZR} \int_0^{\pi} v_l(\omega t) d\omega t = \frac{V_{max}}{R\pi} (1 + \cos \alpha)$$

(4.95)
\[ I_{	ext{rms}} = \frac{1}{Z} \sqrt{\int_0^{2\pi} \frac{v_t^2(\omega t)dt}{2\pi}} = \frac{1}{R} \sqrt{\int_0^\pi \frac{v_t^2(\omega t)dt}{\pi}} = \frac{V_{\text{max}}}{\sqrt{2}R} \sqrt{\frac{1 - \frac{\alpha}{\pi} + \sin 2\alpha}{2\pi}} \] (4.96)

### 4.3.2.6 Bridge versus Center-Tapped Transformer Configurations

An alternate configuration that could be used for full-wave rectification uses a center-tapped transformer, as shown in Figure 4.56. When point A of the transformer is positive with respect to the center tap C, diode D₁ is forward-biased and it conducts. On the other hand, during the negative half-cycle, point B of the transformer is positive with respect to C. At this point, diode D₂ is forward-biased. In each case, current flows through the load Z in the same direction. This produces a unipolar output during both half-cycles. The following subsection briefly discusses some of the advantages and disadvantages of the two rectifier topologies.

✓ **Advantages**

- No center tap is required in the secondary winding of the transformer. Therefore, a transformer is only needed if the voltage level needs to be stepped up or down or to provide isolation. This typically leads to a more compact design.
- The peak inverse voltage is one half that of a center-tap rectifier. Hence, the bridge rectifier is highly suited for high-voltage applications.
- In case of a bridge rectifier, transformer utilization factor is higher than that of a center-tap rectifier.
- For a given power output, power transformer of smaller size can be used in case of the bridge rectifier because current in both (primary and secondary) windings of the supply transformer flow for the entire ac cycle.

✗ **Disadvantages**

- The main drawback is that it needs four diodes, two of which conduct in alternate half-cycles. Because of this, the total voltage drop in diodes becomes double of that in case of a center-tap rectifier.
- Another drawback of a bridge rectifier is that the load resistor \( R_L \) and the supply source have no common point, which may be grounded.

### 4.3.3 Three-Phase Rectifier

Three-phase rectifiers are commonly used in industry to produce a dc voltage and current for large loads. In hybrid electric vehicle, they are usually used to power the electrified traction system from the internal combustion engine. The engine is mechanically connected to a three-phase ac generator, which generates electrical power for the system. This ac power is then rectified by a three-phase converter.

![FIGURE 4.56 Full-wave rectifier with center-tapped transformer and bridge rectifier with transformer.](image)
4.3.3.1 Uncontrolled Rectifier

Figure 4.57 shows the circuit configuration for a three-phase uncontrolled bridge rectifier. In this circuit, $D_1$ and $D_4$, $D_3$ and $D_6$, or $D_5$ and $D_2$ cannot conduct simultaneously. The diodes that are ON are determined by which line-to-line voltage is the highest at that instant. The fundamental frequency of the output voltage is six times the line frequency.

4.3.3.2 Three-Phase Uncontrolled Rectifier with R Load

In this case, the load is assumed to be purely resistive. The three-phase ac voltage source defined by Equation 4.98 is applied to the system. From the voltage source expression, line-to-line voltages can be deduced, as given in Equation 4.99.

The relation between the amplitude of the line-to-line voltage and the amplitude of the phase voltage is $V_{max,L-L} = \sqrt{3} V_{max}$. It can be noticed that the amplitude of the line-to-line voltage is higher than that of the phase voltage.

$$
\begin{align*}
V_{AN} &= V_{max} \sin(\omega t) \\
V_{BN} &= V_{max} \sin(\omega t - 2\pi/3) \\
V_{CN} &= V_{max} \sin(\omega t + 2\pi/3)
\end{align*}
$$

$$
\begin{align*}
V_{AB} &= V_{AN} - V_{BN} = V_{max,L-L} \sin(\omega t + \pi/6) \\
V_{BC} &= V_{BN} - V_{CN} = V_{max,L-L} \sin(\omega t - 2\pi/3 + \pi/6) \\
V_{CA} &= V_{CN} - V_{AN} = V_{max,L-L} \sin(\omega t + 2\pi/3 + \pi/6)
\end{align*}
$$

With the ac voltage source and the rectifier configuration of Figure 4.57, the output voltage can be expressed by Equation 4.99. A continuous representation of $V_l$ is given in Equation 4.100 where $V_{l,avg}$ is expressed in Equation 4.101 and $V_n$ in Equation 4.102.

$$
V_l(\omega t) =
\begin{cases}
-V_{bc} & 0 < \omega t < \frac{\pi}{3} \\
V_{ab} & \frac{\pi}{3} < \omega t < \frac{2\pi}{3} \\
-V_{ca} & \frac{2\pi}{3} < \omega t < \pi \\
V_{bc} & \pi < \omega t < \frac{4\pi}{3} \\
-V_{ab} & \frac{4\pi}{3} < \omega t < \frac{5\pi}{3} \\
V_{ca} & \frac{5\pi}{3} < \omega t < 2\pi
\end{cases}
$$

FIGURE 4.57 Uncontrolled three-phase rectifier.
\[ V(t) = V_{\text{avg}} + \sum_{n=6,12,18,...}^{\infty} V_n \cos(n\omega_0 t + \pi) \]  

\[ V_{\text{avg}} = \frac{3V_{\text{max},L-L}}{\pi} \]  

\[ V_n = \frac{6V_{\text{max},L-L}}{\pi(n^2 - 1)} \]  

As was done for single-rectifier circuits, RMS expression of the output voltage can be determined and is given in Equation 4.103.

\[ V_{\text{rms}} = \sqrt{\sum_{n=0,6,12,18,...}^{N} V^2_{n,\text{rms}}} = \sqrt{V_{\text{avg}}^2 + \sum_{n=6,12,18,...}^{\infty} \frac{V^2_n}{2}} = V_{\text{max}} \sqrt{\frac{3}{2} + \frac{9\sqrt{3}}{4\pi}} \]  

Expressions of the current can be deduced from the output voltage and the load. They are expressed in Equations 4.104 through 4.106. Associated waveforms are shown in Figure 4.58.

\[ i(t) = \frac{V(t)}{R} = \frac{V_{\text{avg}}}{R} + \sum_{n=2,4,...}^{\infty} \frac{V_n}{R} \cos(n\omega_0 t + \pi) \]  

---

**FIGURE 4.58** Waveforms corresponding to three-phase uncontrolled full-bridge rectifier; case \( Z = R \).
\[
I_{\text{avg}} = \frac{3V_{\text{max},L-L}}{\pi R}
\]

\[
I_{\text{rms}} = \sqrt{\sum_{n=0,6,12,18,...}^N I_{n,\text{rms}}^2} = \left( \frac{V_{\text{avg}}}{R} \right)^2 + \sum_{n=6,12,18,...}^\infty \left( \frac{V_{\text{avg}}}{\sqrt{2} R} \right)^2
\]

4.3.3.3 Three-Phase Controlled Rectifier

With controlled switches, conduction does not begin until a gate signal is applied and the device is forward-biased. Delay angle for a switch is referred to as the time from where it begins to conduct in a manner similar to a diode. Delay angle is defined as the interval between when the switch becomes forward-biased and the gate signal is applied.

4.3.3.4 Three-Phase Controlled Rectifier with R Load

The three-phase ac voltage source defined in Equation 4.97 is applied to the system. To ensure CCM operation of the converter, the delay angle should be lower than the angle defining the interval between when the switch is forward-biased. In the considered case, this yields \( \alpha \leq \pi/3 \). Considering that the delay angle of the switches respects this condition and the line-to-line voltages expressed in Equation 4.98, the output voltage is given by Equation 4.107. Average and RMS values of the output voltage are given in Equations 4.108 and 4.109, respectively. As observed in single-phase rectifiers, characteristics of the output voltage depend on \( \alpha \). Hence, by adjusting \( \alpha \), it is possible to control the output voltage. Average and RMS of the current, deduced from the voltages expressions, are given in Equations 4.110 and 4.111, respectively. Associated waveforms are shown in Figure 4.59.

**FIGURE 4.59** Waveforms corresponding to three-phase controlled full-bridge rectifier; case \( Z = R \).
In this section, different practical aspects of power electronics design to help the designer to implement its theoretical design are presented. The points considered in this section are evaluation of semiconductor loss, selection of a power module for a specific application, design and implementation of a snubber circuit on the power module to reduce emitted switching loss, and gate driver design.

4.4 PRACTICAL ASPECTS OF POWER CONVERTER DESIGN

4.4.1 INTRODUCTION

In this section, different practical aspects of power electronics design to help the designer to implement its theoretical design are presented. The points considered in this section are evaluation of semiconductor loss, selection of a power module for a specific application, design and implementation of a snubber circuit on the power module to reduce emitted switching loss, and gate driver design.

4.4.2 EVALUATION OF LOSSES IN SEMICONDUCTOR

In power converter, most of the losses are produced by semiconductors. The other main loss source is magnetic component such as inductor and transformer. Information regarding loss in magnetic components can be found in Reference 6. Loss in semiconductors can be divided into two different types: conduction loss and switching loss. Loss distribution during the operation of the switch is shown in Figure 4.60. Total loss within the semiconductor \(P_{\text{loss}}\) corresponds to the sum of the conducted \(P_{\text{cond}}\) and switching \(P_{\text{sw}}\) losses as expressed in Equation 4.112.

\[
P_{\text{loss}} = P_{\text{cond}} + P_{\text{sw}}
\]  

(4.112)

In this section, a method to estimate losses generated by a semiconductor switch only using the characteristics provided by the datasheet is described. The method is based on the linear
approximation of the semiconductor’s characteristics and does not require any specific software for its application. Some semiconductor manufacturers provide evaluation tools to perform this type of analysis (IPOSIM by Infineon, SemiSel by Semikron). Unfortunately, electrical topologies proposed by these tools are limited and the provided outputs are not always extractable for postprocessing analysis. Thus, in some cases, it is necessary to evaluate loss generated by a switch using a different way to perform semiconductor selection and the efficiency evaluation of a converter.

The method proposed in the following is based on data conventionally available in the datasheet provided by manufacturers. However, these data correspond to specific operating conditions defined in the datasheet (driver board, circuitry, etc.). As a result, for more accurate evaluation of losses, the best way is to perform experimental measurements with the hardware to be evaluated. Like this, data corresponding to the evaluated configuration can be obtained and used in the proposed method. Meanwhile, the method proposed is usually sufficient enough to perform power module selection and efficiency investigation.

### 4.4.2.1 Evaluation of Conduction Loss

Conduction losses are produced when the semiconductor is on-state. In this case, current $i_{on}$ circulates within it while there is still a voltage ($V_{on}$) across the switch. This is due to the collector–emitter voltage saturation within the semiconductor. Energy dissipated within the semiconductor during the “on-state” period ($T_{on} = t_2 - t_1$) is expressed by relation (4.113).

$$E_{cond} = \int_{t_0}^{t_1} V_{on} i_{on} \, dt$$

(4.113)

While the on-state current $i_{on}$ is defined by the electric circuit in which the switch is used, the voltage $V_{on}$ depends on the switch characteristics. This latter depends on many factors such as the gate voltage, junction temperature, or the current $i_{on}$ to name a few. To simplify the loss evaluation, junction temperature is considered as the maximum one for which the characteristic $V_{on} = f(i_{on})$ is available. Moreover, only the influence of the on-state current is considered; the impact of other factors, such as the gate voltage, is neglected. Then, the relation $V_{on} = f(i_{on})$ can be approximated, for instance, by using linear approximation, and is used to estimate $V_{on}$ first, and then the conduction loss. Considering the on-state current constant during $T_{on}$, the conduction loss defined in Equation 4.113 can be expressed in terms of power (in watts) by Equation 4.114, where $f_{sw}$ is the switching frequency of the switch.

$$P_{cond} = V_{on}(i_{on}) i_{on} T_{on} f_{sw}$$

(4.114)

### 4.4.2.2 Evaluation of Switching Loss

As it can be seen in Figure 4.60, switching losses are generated during the turn-on and turn-off phases of the semiconductor. As a result, $P_{sw}$ can be expressed as Equation 4.115.

$$P_{sw} = P_{sw\_on} + P_{sw\_off}$$

(4.115)
They correspond to the product of the collector current and the collector–emitter voltage. As these current and voltage waveforms during the switching state may be difficult to estimate or obtain, the energy dissipated during the switching phases for one or several given operating conditions are provided in semiconductor datasheet. Conventionally provided relations are \( E_{\text{on}} = f(i_{\text{on}}) \) and \( E_{\text{off}} = f(i_{\text{on}}) \) corresponding to a constant \( V_{\text{off0}} \) value, as well as constant junction temperature and gate voltage. From these relations, switching loss can be estimated by Equations 4.116 and 4.117, where \( f_{\text{sw}} \) is the switching frequency of the switch. If relations \( E_{\text{on}} = f(i_{\text{on}}) \) and \( E_{\text{off}} = f(i_{\text{on}}) \) are provided for different junction temperature \( T_j \) values, it is better to consider the one corresponding to the maximum value of \( T_j \), especially if the analysis is done to validate the selection of a power module (see Section 4.4.3). Also, it is always possible to use an experimental setup and characterize the switching losses using experiments.

\[
P_{\text{sw-on}} = E_{\text{on}}(i_{\text{on}}) \frac{V_{\text{off}}}{V_{\text{off0}}} f_{\text{sw}} \tag{4.116}
\]

\[
P_{\text{sw-off}} = E_{\text{off}}(i_{\text{on}}) \frac{V_{\text{off}}}{V_{\text{off0}}} f_{\text{sw}} \tag{4.117}
\]

Also, in the case of a diode, only turn-off loss is considered. Turn-off loss is called recovery loss for a diode. Similar to switching loss of IGBT, the recovery loss characteristic of diode is conventionally provided by the datasheet.

### 4.4.2.3 Example: Loss Evaluation of a Boost Converter

We want to evaluate losses generated by the IGBT of the Boost converter of Figure 4.61. Specifications of the Boost are listed in Table 4.9. In Figure 4.62 are given \( V_{\text{on}} = f(i_{\text{on}}) \), \( E_{\text{on}} = f(i_{\text{on}}) \), and \( E_{\text{off}} = f(i_{\text{on}}) \) characteristics of the IGBT. From the given information, determine the loss generated by the IGBT for \( V_{\text{out0}} = 150 \text{V}, 250 \text{V}, \) and \( 500 \text{V} \) can be determined. Diodes are assumed to be ideal.

#### 4.4.2.3.1 Solution

First, electrical waveforms of the IGBT have to be defined. According to Equation 4.21 of Section 4.1, these waveforms correspond to the ones plotted in Figure 4.63 where \( i_0 \) and \( v_{\text{out0}} \) are expressed by Equations 4.118 and 4.119.

\[
V_{\text{out0}} = \frac{V_{\text{in}}}{1 - d} \tag{4.118}
\]

\[
i_0 = \frac{V_{\text{out0}}}{R} \tag{4.119}
\]
From Equations 4.118 and 4.119, and the three considered output voltages, \( V_{out0} \), values of \( i_0 \) and conduction time \( T_{on} \) can be deduced. As can be seen in Figure 4.63, \( V_{ce} \) is equal to \( V_{out} \) when the IGBT is off. As the voltage ripple is usually lower than 10% in this kind of application, it can be assumed that the voltage \( V_{ce} \) across the IGBT is constant and equal to \( V_{out0} \) when the switch is off. If it is not the case or if a more accurate evaluation is required, the ripple of the voltage has to be considered to evaluate the voltage across the IGBT at turn-on and turn-off. Finally, using the loss characteristics in Figure 4.62, corresponding \( V_{on} \), \( E_{off} \), and \( E_{on} \) are identified. Then, from these values and relations (4.114), (4.116), and (4.117), both conduction and switching loss can be estimated. All mentioned values are listed in Table 4.10. From the obtained results, it can be noted that the overall
loss is increasing with the duty cycle. This observation is generally true in any dc–dc converter and should be taken into account when designing a system.

4.4.3 **Power Module Selection**

There are many manufacturers such as Powerex, Infineon, Semikron, and International Rectifier to name a few, which propose different power modules. When you look at their catalog, you can see that the same type of component is proposed for different voltage and current ratings, as well as for different packagings. All proposed power modules present different characteristics in terms of forward voltage, switching loss, and thermal impedance of their packaging. The purpose of this section is to provide inputs to select the good power module for a specific application.

To select a proper power module, the first thing to do is to perform a similar analysis as the one presented in Section 4.1.3.2.5 to identify the electrical characteristics required for the switch to be selected. The first information to obtain from this (other than the type of semiconductor required) is the voltage rating of the component. Owing to voltage overshoot that can happen during turn-off phase of the switch caused by the stray inductance of circuitry, it is recommended to select a power module rated for twice the voltage specified by the operation of the circuit. Then, current rating of the power module also has to be respected according to the use of the switch. However, only considering the current rating is not enough. Indeed, every power module is also rated for a maximal junction temperature. If the junction temperature becomes higher than the maximal one specified by the manufacturer, the device is damaged and will most probably fail. The junction temperature of a power module depends on the current circulating through the device, as well as the thermal properties of the system. This means that for a different packaging or used heat sink, the maximum current a switch can handle is different. A cross-sectional view of a power module is shown in Figure 4.64.

To check the proper use of a module, it should be verified that the maximum power loss ($P_{loss}$) dissipated by the semiconductor in the considered application, and the thermal properties of the system (packaging, heat sink), do not yield a junction temperature higher than the maximal allowed one for the module. To do so, junction temperature can be estimated using Equation 4.120, where

$$T_j = P_{diss,max} (R_{th_{jc}} + R_{th_{ch}} + R_{th_{ha}}) + T_a$$  \hspace{1cm} (4.120)

<table>
<thead>
<tr>
<th>TABLE 4.10</th>
<th>Identified Values for Loss Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{out}$</td>
<td>150 V 250 V 500 V</td>
</tr>
<tr>
<td>Duty cycle</td>
<td>0.33 0.6 0.8</td>
</tr>
<tr>
<td>$i_0$</td>
<td>10 A 16.66 A 33.33 A</td>
</tr>
<tr>
<td>$V_{on}$</td>
<td>0.9 V 1.1 V 1.7 V</td>
</tr>
<tr>
<td>$E_{off}$ ($V_{off} = 300$ V)</td>
<td>20 mJ 30 mJ 50 mJ</td>
</tr>
<tr>
<td>$E_{on}$ ($V_{off} = 300$ V)</td>
<td>5 mJ 7.5 mJ 12 mJ</td>
</tr>
<tr>
<td>Conduction time $T_{on} = dT_{sw}$</td>
<td>0.033 ms 0.06 ms 0.08 ms</td>
</tr>
<tr>
<td>$P_{cond}$</td>
<td>2.97 W 11 W 45.33 W</td>
</tr>
<tr>
<td>$P_{sw}$</td>
<td>125 W 312.5 W 1033 W</td>
</tr>
<tr>
<td>$P_{loss}$</td>
<td>127.97 W 323.5 W 1078.33 W</td>
</tr>
</tbody>
</table>
This method is sufficient enough to estimate the maximum junction temperature and validate or not the power module selection. However, to improve and optimize the design of the system (especially the heat sink selection and/or design), a dynamic consideration of the problem is required. This latter can be performed considering equivalent thermal network of the components (power module, heat sink), or computational fluid dynamics (CFD) analysis using appropriate simulation software.

Most of the manufacturers (Infineon, Semikron, International Rectifier, and Powerex) propose on their website simulation software to select power module [7–9]. For instance, IPOSIM from Infineon [7] estimates power loss, as well as the junction temperature, when a power module is selected, its application is specified (inverter, dc–dc, power rating, etc.), and performances of the heat sink is defined. This permits to easily and quickly identify a potential candidate for the design of a converter.

4.4.3.1 Example: Power Module Selection: Case of a Traction Inverter

The inverter for an 80 kW ac motor used in a hybrid car has six switches to convert dc power to ac power. The maximum dc-link voltage is 300 V and the maximum continuous peak phase current of the ac motor is 500 A. The maximum switching frequency required for the inverter is 12 kHz. Determine the type of switching device and its maximum voltage and current required for this application.

4.4.3.1.1 Solution

The type of switching device is determined by its power rating and switching frequency. Based on the requirement of the inverter, the power rating of the switching device is in the range of 100 kW. At the same time, the switching frequency must be at least 12 kHz. As a result, as detailed in Subsections 4.2.2.1 and 4.1.3, IGBT is the type of switch that can meet the requirements of this application. The voltage rating of the IGBT is determined by the maximum voltage that could be applied to it. Also, it is recommended to use an IGBT that has twice the voltage rating of the application in case there is a turn-off voltage overshoot. Since the maximum dc-link voltage is 300 V, 600 V is the desired voltage rating for IGBT.

Moreover, current rating is determined by the maximum current of the application. Since the maximum current 500 A is a continuous current, it is possible that the phase current might sometimes go beyond 500 A. As a result, the rated current of the target IGBT should be continuous 600 A without
causing a high junction temperature (this point is rather detailed in the next example). Based on the above analysis, the IGBT with 600 V voltage rating and 600 A current rating is the desired IGBT.

Besides voltage, current and switching frequency, compactness of power device, ease of installation (wiring and heat sink), ease of maintenance (replace parts if damaged), thermal characteristics, and cost are also important for switching device selection. The goal is to find a switching device with compact design, easy heat dissipation, easy maintenance, and low cost. However, in reality, these conditions actually contradict with each other. A compact switching device can be heated up more quickly than a normal-size device. As a result, a compact switching device usually has lower power rating. If the power rating is too high, the use of a compact design with integrated devices might not be possible due to heat dissipation constraint. A compact power module often has multiple power switches integrated together. If one of the switches is damaged, the whole module needs to be replaced. The compact module with multiple switches is cheaper than the cost of multiple single switches added up together. However, the potential maintenance fee of the compact module actually is higher than single switches. Figure 4.65 shows three different popular package types for IGBT modules and their corresponding circuit symbols. Table 4.11 shows the detailed comparison using different IGBT packages to form a same power-rating inverter. It can be noted that each packaging has its own advantages and disadvantages and can meet requirements for different applications.

4.4.3.2 Example: Power Module Selection: Case of a dc–dc Boost Converter

In this example, we need to select an IGBT power module for a 50 kW Boost converter. Specifications of the converter are given in Table 4.12. Power module candidates are listed in Table 4.13, in which are also specified the loss dissipated by each component for the operating condition given by the specifications.

4.4.3.2.1 Solution

Voltage rating of the power module is chosen equal to at least $3 \times \frac{V_{\text{out}}}{2} = 600$ V to handle the maximum value of the induced voltage across the inductor. Then, according to the specifications,

![Figure 4.65 Three different package types of IGBT modules and their corresponding symbols. (Photos courtesy of Powerex, Inc.)](image)
the maximum current is \( I_{\text{max}} = P_{\text{max}}/V_{\text{out}} = 125 \text{ A} \). From the data given in Table 4.13, all the power modules present a higher current rating than the one required here. Nevertheless, it is very important to note that the current rating is valid for a case temperature of 25°C. Unfortunately, as specified in the specifications, the considered application has to operate with a heat sink temperature of 50°C. Thus, continuous current rating specified by the datasheet cannot be considered anymore and the junction temperature of each power module has to be estimated to validate their use.

As explained previously, the junction temperature can be estimated using the following relation:

\[
T_j = P_{\text{diss}} \cdot (Z_{\text{th,jc}} + R_{\text{th,ch}}) + T_c
\]  

(4.121)

Results obtained for each power module are given in Table 4.14. It appears that PM#2 is the only candidate that can be used for this Boost converter. The other two present too high junction temperature for at least one of their semiconductors, and thus cannot be safely and reliably used in the converter.

---

**TABLE 4.11**
Comparison of dc–ac Inverter Using Different IGBT Packages

<table>
<thead>
<tr>
<th>dc–ac Inverter</th>
<th>Single-IGBT Module</th>
<th>Dual-IGBT Module</th>
<th>Six-IGBT Module</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of single IGBT</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Number of modules</td>
<td>6</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Total cost</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
</tr>
<tr>
<td>Compactness</td>
<td>Bad</td>
<td>Medium</td>
<td>Good</td>
</tr>
<tr>
<td>Heat dissipation</td>
<td>Good</td>
<td>Medium</td>
<td>Bad</td>
</tr>
<tr>
<td>Ease of installation</td>
<td>Bad</td>
<td>Medium</td>
<td>Good</td>
</tr>
<tr>
<td>Ease of replacement</td>
<td>Good</td>
<td>Medium</td>
<td>Bad</td>
</tr>
<tr>
<td>Maintenance cost</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
</tr>
</tbody>
</table>

**TABLE 4.12**
Boost Converter Specifications

<table>
<thead>
<tr>
<th>V_{\text{in}} (V)</th>
<th>V_{\text{out}} (V)</th>
<th>Inductance (mH)</th>
<th>Power (kW)</th>
<th>Switching Frequency (kHz)</th>
<th>Temperature of the Heat Sink (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>400</td>
<td>10</td>
<td>50</td>
<td>10</td>
<td>50</td>
</tr>
</tbody>
</table>

**TABLE 4.13**
Power Module Candidates

<table>
<thead>
<tr>
<th>Power Module</th>
<th>( V_{\text{ce max}} ) (V)</th>
<th>( I_c ) (A)</th>
<th>Loss ( I_{\text{GBT}} ) (W)</th>
<th>Loss ( I_{\text{Diode}} ) (W)</th>
<th>( R_{\text{th,jc}} ) (k/W)</th>
<th>( R_{\text{th,ch}} ) (k/W)</th>
<th>( T_{\text{max}} ) (for Diode and IGBT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM#1</td>
<td>600</td>
<td>260</td>
<td>430</td>
<td>290</td>
<td>0.22</td>
<td>0.03</td>
<td>0.42</td>
</tr>
<tr>
<td>PM#2</td>
<td>600</td>
<td>550</td>
<td>320</td>
<td>230</td>
<td>0.120</td>
<td>0.03</td>
<td>0.22</td>
</tr>
<tr>
<td>PM#3</td>
<td>600</td>
<td>400</td>
<td>360</td>
<td>270</td>
<td>0.16</td>
<td>0.03</td>
<td>0.32</td>
</tr>
</tbody>
</table>
4.4.4 Drive Circuit for Switching Devices

4.4.4.1 MOSFET Gate Drive Circuits

MOSFET is a voltage-controlled switching device and its “on-state” and “off-state” can be controlled by a gate-to-source voltage signal. If the gate-to-source voltage exceeds a threshold voltage, the MOSFET is fully turned on. If the gate-to-source voltage drops to zero, the MOSFET is completely turned off. The gate-to-source voltage of MOSFETs varies depending on their power rating and customer’s application need. Typically, 10–20 V is the most common voltage level to completely turn on a power MOSFET. Detailed gate-to-source voltage information regarding a specific MOSFET can always be found in its datasheet.

A MOSFET gate drive circuit is capable of amplifying PWM signal from a microcontroller to match the turn-on and turn-off voltage level required by MOSFET. Depending on the location of MOSFET in the application circuit, generally, there are two kinds of gate drive circuits for MOSFET: low-side gate driver and high-side gate driver. Low-side gate driver is required by applications such as Boost converter since it uses a low-side MOSFET with its source terminal connected to the circuit ground. High-side gate driver is required by applications such as Buck converter because it uses a high-side MOSFET with its source terminal connected to a floating voltage point. For some applications, both low-and high-side gate drivers are required such as in dc–ac inverter.

Figure 4.66 shows a typical low-side gate drive circuit. \( \text{S}_1 \) and \( \text{S}_2 \) are logical MOSFET. The COM port of the gate driver is connected to the same circuit ground as the source terminal of the power MOSFET, the voltage source of the gate driver has the same voltage level required to turn on the MOSFET, and the LO output port is connected to the gate terminal of the MOSFET. When the

![Figure 4.66](image-url) Low-side gate drive circuit for MOSFET.

<table>
<thead>
<tr>
<th>Power Module</th>
<th>( T_{j, IGBT} ) (°C)</th>
<th>( T_{j, Diode} ) (°C)</th>
<th>IGBT OK?</th>
<th>Diode OK?</th>
<th>Power Module OK?</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM#1</td>
<td>157</td>
<td>189</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>PM#2</td>
<td>98</td>
<td>115</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>PM#3</td>
<td>119</td>
<td>152</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>
PWM signal is logical high, $S_1$ is on and $S_2$ is off; as a result, the gate-to-source voltage is $V_{GS}$ and the MOSFET is turned on. When PWM signal is logical low, $S_1$ is off and $S_2$ is on; as a result, the gate-to-source voltage is zero and the MOSFET is turned off.

Figure 4.67 shows a typical high-side gate drive circuit. The COM port of the gate driver and the source terminal of the MOSFET are both connected to the floating voltage point. In order to turn on the MOSFET, the gate voltage must be higher than the source terminal with at least a voltage level of $V_{GS}$. Therefore, a Boost capacitor is often used to charge the voltage up. When the PWM signal is logical low, $S_1$ is off and $S_2$ is on. As a result, the gate-to-source voltage is zero and the MOSFET is turned off. At the same time, the Boost capacitor is charged to voltage level $V_{GS}$. When PWM signal is logical high, $S_1$ is on and $S_2$ is off. As a result, the gate-to-source voltage is $V_{GS}$ and the MOSFET is turned on. The $S$ terminal of the MOSFET immediately becomes $V_{HV}$ because MOSFET is on. At the same time, the gate terminal voltage of the MOSFET rises to $V_{HV} + V_{GS}$ because the Boost capacitor holds $V_{GS}$ across it. As a result, the MOSFET is still turned on.

**FIGURE 4.67** High-side gate drive circuit for MOSFET.

### 4.4.4.2 IGBT Gate Drive Circuits

IGBT is also a fully voltage-controlled switching device. The overall operation principle is very similar to MOSFET. Typically, the turn-on voltage level of IGBT is 15 V. The major difference is that the switching frequency of IGBT is lower than MOSFET due to the turn-off tailing current. As a result, the turn-off voltage usually is $-8$ V instead of 0 V to force the collect-to-emitter voltage drop faster to reduce turn-off losses and safely turn off the IGBT.

Figure 4.68 shows a typical gate driver circuit for the IGBT module. This circuit works for both high-side and low-side IGBT applications. Two voltage sources (15 and 8 V) are used with their common point connected to the emitter of the IGBT. NPN and PNP transistor modules are used, and their output is connected to the gate of the IGBT through the gate resistor $R_G$. When the PWM signal is logical high, the $S_1$ transistor is turned on and the $S_2$ is turned off. As a result, the gate is pulled up to 15 V and the IGBT is turned on. When PWM signal is logical low, the transistor $S_1$ is turned off and $S_2$ is turned on. As a result, the gate is pulled down to $-8$ V and the IGBT is fully turned off.
4.4.4.3 Gate Drive IC

When designing a gate driver circuit, a convenient and time-effective option is to use gate driver ICs (integrated circuit) from the market. A lot of semiconductor companies sell gate driver modules for their switching devices. Some companies integrate the gate driver and the switches in the same module. In this section, two examples are given to show some typical gate driver ICs for MOSFET and IGBT.

IR2110 is one of the commonly used cost-effective gate driver IC for MOSFET and IGBT. IR2110 is often used in relatively low-power-rating applications and its maximum voltage supported is around 500 V. One IR2110 chip can drive two MOSFET or IGBT switches. Figure 4.69 shows a typical IR2110 circuit layout to drive one phase leg with two MOSFETs. The phase leg is connected to the high-voltage source, which is the only power source at the high-voltage side. The IR2110 typically needs two voltage levels, which can be converted from the high-voltage source $V_{HV}$ using dc–dc converter. 15 V is used as the gate drive voltage and 5 V is used as input logical signal processing. HIN and LIN are input ports, which receive PWM signals and SD is the port to accept shutdown request signal. These three signals are originally coming from the microcontroller. In order to isolate the microcontroller board from the high-voltage system, optocouplers are used in between to ensure no circuit connection between control board and the high-voltage side. For detailed values regarding peripheral components, refer to the IR2110 datasheet.

![IR2110 gate drive circuit for MOSFET.](image)

**FIGURE 4.69** IR2110 gate drive circuit for MOSFET.
Powerex gate driver VLA504_01 is one of the high-end gate drivers for IGBT. VLA106-15242 is the isolated dc–dc power supply often used in pair with VLA504_01 to provide 15 V turn-on and −8 V turn-off voltage. As shown in Figure 4.70, Pin 13 and 14 of VLA504_01 are built-in optocoupler inputs that are connected to 5 V and PWM signal of the microcontroller board. The fault signal of the control board is connected with the gate driver through an outside optocoupler. As a result, the control board is totally isolated from the gate driver circuit. The VLA106-15242 provides power for VLA504_01 from 15 V. Since VLA106-15242 is an isolated dc–dc power converter, the 15 V power source is isolated from its output $V_{01}$ (15 V) and $V_{02}$ (−8 V) with the reference $V_{02}$ connected to the emitter of the IGBT. As a result, the potential floating voltage at the emitter of IGBT will not affect the 15 V power source. The isolation of the control board and the gate driver power supply makes this gate driver circuit very stable. For detailed values regarding peripheral components, refer to the VLA504_01 and VLA106_15242 datasheet.

4.4.5 Snubber Circuit

Snubbers are widely used in power electronics circuits to control circuit resonance. Snubbers can effectively reduce voltage overshoot and current overshoot at switch turn-off and turn-on to protect switches from switching stress. Snubbers can also greatly improve switching losses and reduce EMI. With snubbers, power electronics circuits are more reliable and more efficient. Moreover, even if the additional cost by adding snubbers is low, obtained benefits versus implementation cost should be considered prior to final implementation. Based on the functionality of the snubber, they can be categorized as current snubber and voltage snubber. Basic current RL snubber and voltage parallel resistive-capacitive (RC) snubber are shown in Figure 4.71. Since voltage snubber is used more commonly in a switching circuit, it is discussed in detail in this section.

4.4.5.1 RC Snubber Design

Voltage snubber is used to reduce voltage overshoot and damp the high-frequency voltage ringing across the switch at turn-off. Figure 4.72a represents a Boost converter connected to a resistive load. The analysis performed here can be adapted to almost all the other commonly existing leg configuration (inverter, Buck, etc.). Figure 4.72b shows a typical switch $S_1$ voltage waveform during
switching without adding a snubber to the circuit. The voltage overshoot and ringing effect across $S_1$ when switch $D_2$ turns on can be explained by Figure 4.73.

The assumption is that the current is already built up and flowing in the inductor $L$ and $S_1$. When $S_1$ is turned off, the current is directed to flow through $D_2$ and $L$. The voltage $V_{S1}$ jumps from 0 (ground) to $V_C$. However, owing to the capacitance of the switch $S_1$ and the stray inductance existing in the circuit, a resonant circuit is formed and the voltage across $S_1$ rings. Corresponding equivalent circuit can be represented as in Figure 4.74. When $S_1$ is off, the energy stored in the inductor $L_{stray}$ will cause a resonant effect in this parallel RL circuit. The frequency of this voltage ringing is calculated by Equation 4.120. By adding a proper voltage snubber, the overshoot can be significantly reduced and the voltage ringing can be damped out. Similar effect exists when current is flowing in $L$ and $D_2$, and then $S_1$ is turned on and switch $D_2$ is turned off. As a result, voltage snubber can be used for both switches and switches $S_1$ and $D_2$.

$$f_{ring} = \frac{1}{2\pi \sqrt{L_{stray} C_{switch}}} \quad \text{(4.122)}$$

RC snubber is one of the simplest and most widely used voltage snubber circuits. RC snubber can be connected in parallel with the switch. As a result, at switch turn off, the excessive current that is used to cause the voltage overshoot and ringing is directed into the RC snubber circuit to charge the capacitor, and the rising time of the turn-off voltage is determined by the capacitance of the capacitor. By increasing the capacitance, the rising time of the turn-off voltage tends to be longer and the switching loss is smaller. However, if the capacitance is too big, the power dissipated from the resistor of the snubber tends to increase, which should be avoided.

![Figure 4.71](image1.png)  
**FIGURE 4.71**  RL snubber and RC snubber.

![Figure 4.72](image2.png)  
**FIGURE 4.72**  (a) Boost converter and (b) turn-off voltage at phase node A.
The selection of a capacitor and a resistor of the RC snubber is determined by the resonant characteristics of the power circuit. Taking the Boost converter displayed in Figure 4.72 as an example, in order to properly design an RC snubber for the switch $S_2$, the capacitance of the switch $S_1$, $C_{\text{switch}}$, and the stray inductance of the circuit need to be calculated. From Equation 4.122, the frequency of the voltage ringing $f_{\text{ring}}$ can be measured and this frequency can be called as $f_{\text{ring}1}$. The next step is to add a known capacitor $C_{\text{known}}$ across the switch $S_1$, as shown in Figure 4.75, and measure the ringing frequency $f_{\text{ring}2}$. This frequency $f_{\text{ring}2}$ is different from $f_{\text{ring}1}$ because the resonant characteristic is changed by $C_{\text{known}}$, and $f_{\text{ring}2}$ can be expressed by Equation 4.116. Based on Equations 4.123 and 4.124, the two unknown parameters can be calculated.

$$f_{\text{ring}1} = \frac{1}{2\pi \sqrt{L_{\text{stray}} C_{\text{switch}}}}$$  \hspace{1cm} \text{(4.123)}

$$f_{\text{ring}2} = \frac{1}{2\pi \sqrt{L_{\text{stray}} (C_{\text{switch}} + C_{\text{known}})}}$$  \hspace{1cm} \text{(4.124)}

The resistance $R$ of the snubber can be determined from the characteristic impedance $Z$ of the LC ring, which is expressed by Equation 4.125. It is recommended to select $R$ no larger than $Z$. A good range is between $0.5 \times Z$ and $Z$. The resistance can be calculated using Equation 4.126 with $k$ chosen between 0.5 and 1.

When the switch turns on, we want its voltage to be stabilized before the switch turns off again. Thus, the time constant RC of the snubber has to be smaller than the shortest off-state time $t_{\text{off}, \text{min}}$ of the converter. For a dc–dc converter or an inverter, this time can reasonably be assumed to be 0.5% of the switching period. As a result, $C$ can be calculated using Equation 4.127, in which $k_1$ is chosen between 5 and 10. Also, it is recommended to select the value of $C$ larger than $C_{\text{switch}}$. Thus, $C$ also has to respect Equation 4.128. As large snubber capacitance increases loss, the value of $C$ should be selected at the low end of the range defined by Equations 4.119 and 4.120. Once the initial values of the RC snubber is defined, the actual values can always be adjusted based on experimental measurements to obtain the optimal value.
Other snubber circuits also exist and can be used to reduce electrical stress across switches. These are not detailed here, but interested readers are invited to refer to Reference 10 for more detailed information.

4.4.5.2 Example: Design of an RC Snubber

We want to design an RC snubber circuit for the converter presented in Figure 4.72a. The switching frequency of the converter is 50 kHz. The original behavior of the voltage across the switch $S_1$ is given in Figure 4.76 for a duty cycle of 50%. It can be seen that $V_{S1}$ is strongly ringing. To design the snubber, two experimental measurements have been performed and are presented in Figure 4.77. Using results provided in these figures, first, identify the parameters of the ring, and then propose a design for the RC snubber.

\[
Z = \sqrt{\frac{L_{\text{stray}}}{C_{\text{switch}}}}
\]  
\[
R = k \sqrt{\frac{L_{\text{stray}}}{C_{\text{switch}}}}
\]  
\[
C < \frac{t_{\text{off \, min}}}{k_1 R}
\]  
\[
C > C_{\text{switch}}
\]
4.4.5.2.1 Solution

Parameter identification: From the two oscillation periods given in Figure 4.77 and relations (4.123) and (4.124), the capacitor of the switch and the stray inductance can be calculated using relations (4.129) and (4.130). This yields $C_{\text{switch}} = 40 \text{ pF}$ and $L_{\text{stray}} = 2 \text{ nH}$.

$$C_{\text{switch}} = \frac{\Delta T_0^2 C_{\text{known}}}{(\Delta T_1^2 - \Delta T_0^2)}$$

$$L_{\text{stray}} = \frac{\Delta T_0^2}{4\pi^2 C_{\text{switch}}}$$

Selection of $R$: From identified $C_{\text{switch}}$ and $L_{\text{stray}}$ and Equation 4.118, the value of $R$ can be identified; choosing $k = 0.75$ yields $R = 5.3 \Omega$.

Selection of $C$: Equations 4.127 and 4.128 define an interval for $C$. We choose to define $t_{\text{off,min}}$ as 0.5% of the switching period and $k_1$ is set to 10 to assure that the voltage is very well damped even for very short conduction period of the switch. As a result, $C$ has to respect Equations 4.129 and 4.130. As recommended, the final value of $C$ is chosen at the low end of the range defined by Equations 4.131 and 4.132, and $C = 60 \text{ pF}$ is selected.

$$C < \frac{0.05 T_{\text{switch}}}{10R} = 188 \mu\text{F}$$

$$C > C_{\text{switch}} = 40 \text{ pF}$$

The obtained voltage across the switch with the designed snubber is shown in Figure 4.78. It can be seen that the overshoot, as well as the oscillations, is significantly reduced by the snubber.
It has been described in this chapter that power converters consist of the assembly of several components, such as semiconductor switches, capacitor, and eventually inductor. All these components have to be electrically connected together. This is achieved by a busbar that corresponds to the assembly of conducting bars. Copper is the preferred material for busbar because of its low resistivity. In recent power converter design, laminated busbars are increasingly used instead of conventional ones. Laminated busbar is made of at least two superposed conduction plates separated by an insulation layer.

The most critical use of busbar is the connection between the power module and the dc-link capacitor. Indeed, as mentioned in the previous section, series stray inductance of semiconductors generates resonant loop when the switch turns off. Thus, stray capacitance of the busbar has to be as low as possible.

For each power converter design, the shape of the busbar has to be adapted to the used component. For instance, in Figure 4.79, a dc-link capacitor and three IGBT power modules are shown. These two components have to be connected together to form an inverter. A possible busbar design is shown in Figure 4.80.

To design a busbar, an efficient way to proceed is to build 3D models of the component to be connected together first, and then, based on these models, the busbar can be built. The dimension...
of the busbar can be adjusted to reduce stray capacitance, as well as to enable a compact design of the converter to increase its power density. To evaluate stray parameters of the busbar, analytical method or specific simulation software can be used.

**QUESTIONS**

4.1 In the 2010 Toyota Prius, a Boost converter is used to step up the output voltage of the battery (assumed to be constant and equal to 200 V). Three dc-bus voltage levels are used: $V_{DC} = 250$ V, $V_{DC} = 500$ V, and $V_{DC} = 650$ V. Assuming the Boost converter to be ideal, what are the three duty cycles required to meet the steady-state requirements?

4.2 Assuming that the power of the Boost converter in 4.1 is 20 kW, define the input and output currents corresponding to each case. And the same question with 40 kW.

4.3 We want to size the inductor to ensure maximum input current ripple of 10%. What are the allowed ripple levels (peak-to-peak) and the requirements for the inductance for the Boost in 4.1 if the switching frequency is 10 kHz (case 20 kW)?

4.4 If the load of the Boost in 4.1 is a pure resistor, what should be its value to absorb 20 kW if $V_{DC} = 650$ V?

4.5 Assuming that the inductance found in 4.3 and the load resistor found in 4.4 are selected, what is the required capacitance to ensure less than 10% voltage ripple?

4.6 We propose to evaluate the loss generated by the switches and the inductor of the Boost converter of Figure 4.3. Only conduction loss of the inductor is considered here. Also, the saturation voltage of both the diode and the switch are supposed to be constant (they do not depend on the current). For the parameters given in Table 4.15, estimate the conduction and switching loss as well as the efficiency of the converter for the considered operating point.

4.7 An ac motor has a maximum RMS phase voltage equal to $V_{RMS\ max} = 200$ V. Considering that this motor is driven by an inverter controlled by a PWM scheme similar to the one in Figure 4.40, what is the minimum value of the dc-bus voltage required to provide $V_{RMS\ max}$ to the motor?

<table>
<thead>
<tr>
<th>TABLE 4.15</th>
<th>Converter’s Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input Power</strong></td>
<td><strong>Input Voltage</strong></td>
</tr>
<tr>
<td>$P = 20$ kW</td>
<td>$V_{in} = 200$ V</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.8 Considering a 20 kW Boost converter operating at the conditions listed in Table 4.16 and the power module parameters listed in Table 4.17, estimate the junction temperature of both the diode and the IGBT. Conclude on the selection of this power module for this application.

### Table 4.16

<table>
<thead>
<tr>
<th>$V_{in}$ (V)</th>
<th>$V_{out}$ (V)</th>
<th>Inductance (mH)</th>
<th>Power (kW)</th>
<th>Switching Frequency (kHz)</th>
<th>Temperature of the Heat Sink (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>400</td>
<td>10</td>
<td>20</td>
<td>10</td>
<td>50</td>
</tr>
</tbody>
</table>

### Table 4.17

<table>
<thead>
<tr>
<th>Power Module</th>
<th>Loss IGBT (W)</th>
<th>Loss Diode (W)</th>
<th>$R_{th,jc}$ IGBT (K/W)</th>
<th>$R_{th,cb}$ IGBT (K/W)</th>
<th>$R_{th,jc}$ Diode (K/W)</th>
<th>$R_{th,cb}$ Diode (K/W)</th>
<th>$T_{jmax}$ (for Diode and IGBT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM#1</td>
<td>272.9</td>
<td>133.8</td>
<td>0.22</td>
<td>0.03</td>
<td>0.42</td>
<td>0.06</td>
<td>150°C</td>
</tr>
</tbody>
</table>
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5.1 INTRODUCTION

Electric motors convert electrical energy into mechanical energy by means of electromechanical energy conversion. They play a fundamental role in our industry, for power generation and also for the electric drive vehicles. Millions of electric machines are manufactured everyday from a few fractional horsepower to megawatt range and they are used in our everyday applications such as fans, pumps, household supplies, power tools, computers, vehicles, and so on. In the industry, more than 65% of the energy is consumed by electric machines. Almost all of the energy generation is performed by electric generators. Including the traction motors for electrified vehicles, the global electric machine market is projected to be US$96.5 billion by 2018. By 2023, it is projected to have a need for 147.7 million electric motors just for traction applications, including cars, bikes, and also military vehicles [1].

The wide range of applications, drive cycles, operating environment, and the cost constraints bring different challenges in selecting the right electric traction machine. Various parameters including torque-speed characteristics, peak power condition, temperature, volume, and efficiency constraints affect the electric machine design process, from defining the number of phases, number of poles, winding configuration to the selection of lamination material, shape of the coil, use of permanent magnets (PMs) and PM material, and so on.

Successful integration of electric machines in electrified vehicles requires achieving many targets in terms of volume, weight, high-temperature operation, performance, reliability, and, especially, cost. Electric traction motors are desired to be designed with higher power per unit weight (specific power, kW/kg), higher power per unit volume (power density, kW/L), lower cost ($/kW), and higher efficiency. In addition, reliable operation under harsh environmental and temperature conditions is a must, along with structural integrity. However, in terms of machine design, some of these requirements contradict with each other. For example, an electric motor with higher power and smaller volume results in higher magnetic and electric loading and this might reduce its efficiency. An electric machine designer is asked to be knowledgeable in the various aspects of electric machines and optimize the design considering the operational requirements and performance targets. It is significantly important that the designer is aware of how the machine performance will be affected when a certain parameter in the machine is modified. In addition, the designer should select the correct materials and consider the mechanical design along with the powertrain integration to achieve reliability, structural integrity, and lifetime targets.

This chapter is organized to provide guidance for electric traction motor operation and design. It includes the fundamental information on electric machines and also covers the design considerations for traction applications and some practical aspects. The information provided for in-vehicle operation will help the reader to understand the multidisciplinary nature of an electric traction motor.
and the drive system, where electromagnetic, thermal, structural, and material conditions have significant influence on each other and, all together, they define the performance of the machine.

5.2 FUNDAMENTALS OF ELECTROMAGNETICS

In electric machines, motion is created by the electromagnetic force. For this reason, the fundamentals of operation need to be understood to analyze electric machines. The electromagnetic theory has been packaged in Maxwell’s equations and it basically states that electricity and magnetism cannot be regarded as separate entities, but rather, they should be considered as two interdependent phenomena [5].

5.2.1 DIVERGENCE AND CURL OF MAGNETIC FIELD

It has been quantified by the French physicist André-Marie Ampere in 1826 that a magnetic field is generated around a current-carrying conductor. The direction of the magnetic field can be identified by the right-hand rule, where the thumb shows the direction of the current and the remaining four fingers show the direction of the magnetic field. As shown in Figure 5.1, when the current flows into the page, it leads to a magnetic field that curls in clockwise direction. The magnetic field is represented by two vector quantities: magnetic flux density $B$ and magnetic field intensity $H$.

The curl of magnetic field is explained by Ampere’s law. It states that the line integral around the surface that the total current passes through is a constant:

$$\nabla \times \vec{H} = \vec{J}$$

where $\vec{J}$ is the current density and $\nabla \times \vec{H}$ is the curl operator for magnetic field intensity vector. Equation 5.1 expresses Ampere’s law in differential form. It can also be defined in integral form using Stoke’s theorem:

$$\int (\nabla \times \vec{H}) d\vec{S} = \int_{\ell} \vec{H} d\vec{\ell} = \int_{s} \vec{J} d\vec{S} = I_{enc}$$

where $d\vec{\ell}$ is the integration component along the circumferential of the amperian loop and $I_{enc}$ is the total current that passes through the amperian loop. The magnitude of the magnetic field decreases as the distance from the current source increases. In its form given in Equation 5.2, Ampere’s law defines the magnetic field only in case of steady currents, where a continuous flow of electrons

![Figure 5.1](image_url)  
Magnetic field generated by a current-carrying conductor.
through a conductor is considered without picking up new electrons into the motion. James Clerk Maxwell introduced the displacement current in Ampere’s law, which states that a time-changing electric field also induces a magnetic field [6]:

\[
\int_{c} H \cdot dl = \int_{s} J \cdot dS + \frac{d}{dt} \int_{s} D \cdot dS \tag{5.3}
\]

where \( D \) is the electric displacement. The right-most term in Equation 5.3 is the rate of change of electric flux and it is usually neglected in electric machine applications, since the operating frequency is not high enough to encounter its effect.

Magnetic flux density and magnetic field intensity have a close relationship, which is represented by the characteristics of the medium:

\[
\bar{B} = \mu \bar{H} \tag{5.4}
\]

where \( \mu \) is the permeability of the magnetic material and is expressed as

\[
\mu = \mu_r \mu_0 \tag{5.5}
\]

\( \mu_r \) is the relative permeability and equals to 1 for air. Depending on the properties of the magnetic materials, \( \mu_r \) can be thousandfold higher, which shows that the magnetic field inside the material is much stronger than that in air. \( \mu_0 \) is a constant and defined as the permeability of free space:

\[
\mu_0 = 4\pi \times 10^{-7} \text{H/m} \tag{5.6}
\]

As shown in Figure 5.1, for a point inside the magnetic field, magnetic field lines return back to the point where they started. This shows that there is no source for magnetic flux and it is expressed in Gauss’s law in integral form as

\[
\int_{s} B \cdot dS = 0 \tag{5.7}
\]

In differential form, this can be expressed as the divergence of the magnetic field, which is the measure of how much a vector spreads out (diverges) from the point it started. Since the magnetic field has no source, the magnetic flux lines end up where they started; so, they have zero divergence:

\[
\nabla \cdot \bar{B} = 0 \tag{5.8}
\]

Unlike the magnetic field, the electric field has zero curl and nonzero divergence. This shows that, the electric field lines move from one charge to another while magnetic fields do not have a start or end point:

\[
\nabla \cdot \bar{E} = \frac{1}{\varepsilon_0} \rho \tag{5.9}
\]

\[
\nabla \times \bar{E} = 0 \tag{5.10}
\]
where $\mathbf{E}$ is the electric field vector, $\varepsilon_0$ is the permittivity of free space, and $\rho$ is the charge density. The electric field in a dielectric is represented by the electric displacement:

$$\mathbf{D} = \varepsilon_0 \mathbf{E}$$  \hspace{1cm} (5.11)

Therefore, Gauss’s law for electric fields in integral form can be represented as

$$\int_{\mathcal{S}} \mathbf{D} \cdot d\mathbf{S} = \int_{V} \rho_e \, dV = Q$$  \hspace{1cm} (5.12)

where $Q$ is the instantaneous net charge inside the closed surface $\mathcal{S}$.

### 5.2.2 Lorentz’s Force Law

In 1892, the Dutch physicist Hendrik Antoon Lorentz quantified the physical phenomena that the magnetic fields created by moving charges generate a force:

$$\mathbf{F}_{\text{mag}} = q(\mathbf{E} + (\mathbf{v} \times \mathbf{B}))$$  \hspace{1cm} (5.13)

where $q$ represents the charge moving with a velocity of $\mathbf{v}$. The direction of magnetic force can be explained by the magnetic fields generated by two current-carrying conductors as shown in Figure 5.2. When the currents are in opposite direction, their magnetic fields also curl in the opposite direction. Therefore, the same magnetic poles are created between the conductors and naturally, they repel each other. When the currents are in the same direction, their magnetic fields curl in the same direction and this results in opposite magnetic poles attracting each other.

Equation 5.13 shows the force exerted on a moving charge and it is composed of electric and magnetic components. Since the velocity of the moving charge and the magnetic field density are three-dimensional (3D) vectors, their cross-product ends up with zero, which states that magnetic fields do no work, they cannot change the kinetic energy of a charge, but they can change its

![FIGURE 5.2](image-url)  \hspace{1cm} Representation of magnetic forces. (a) Currents in the same direction attract and (b) currents in the opposite direction repel.
direction. However, as it will be shown in the next section, a time-changing magnetic field induces an electric field, which causes the acceleration of charges.

5.2.3 Electromagnetic Induction and Faraday’s Law

In 1831, the British physicist Michael Faraday discovered that time-changing magnetic field generates current in a loop of wire that the magnetic field lines go through. As shown in Figure 5.3, the time-changing flux flowing through the open surface creates an electric field around the closed loop of that surface:

$$\int_{\ell} \vec{E} \cdot d\ell = -\frac{d}{dt} \left( \int_{S} \vec{B} \cdot d\vec{S} \right) \quad (5.14)$$

When the time-changing magnetic flux flows through the closed surface, an electromotive force (EMF) is generated across the loop. When the wire loop is short circuited or connected to a load, a current flows around the wire loop in a certain direction where flux generated by the induced current opposes the magnetic flux that creates it. Therefore, the induced EMF tends to maintain the existing flux. This is known as Lenz’s law and it is shown with the negative sign in Equation 5.14. Using Stoke’s theorem, Faraday’s law can also be written in differential form:

$$\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \quad (5.15)$$

As stated by Gauss’s law for electric fields, charge-based electrostatic fields originate from positive charge and terminate on negative charge; therefore they have non-zero divergence. Equation (5.15) shows that electric fields induced by changing magnetic fields have non-zero curl; that is the electric field lines form closed loops and, hence, they have zero divergence. In electrical engineering applications [7], Equation 5.14 is usually expressed as

$$\varepsilon = -\frac{d\phi}{dt} \quad (5.16)$$

where $\varepsilon$ is the potential difference or induced voltage and $\phi$ is the magnetic flux flowing through the open surface.

Potential difference is quantified as the line integral of the electric field:

$$\vec{E} = \frac{\varepsilon}{\ell} \quad (5.17)$$

**FIGURE 5.3** Physical representation of Faraday’s law.
where $\ell$ is the length of the wire loop. As quantified by the French physicist Charles Augustin de Coulomb in 1783, the electric field applies a force; so, the free electrons in the conductor move:

$$\vec{F}_e = q\vec{E}$$ \hspace{1cm} (5.18)

where $q$ is the charge of an electron. The electrons move through the conductor to make the electric field zero; however, this would not be achievable if the time-changing magnetic flux keeps flowing through the surface of the wire loop. The electrostatic force defined in Equation 5.18 accelerates the free electrons:

$$\vec{a}_e = \frac{\vec{F}_e}{m_e}$$ \hspace{1cm} (5.19)

This is Newton’s second law of motion and $m_e$ is the mass of an electron. Therefore, current is defined as the total number of free electrons flowing through the conductor surface area $S_e$:

$$\vec{I} = v_d q n_e S_e$$ \hspace{1cm} (5.20)

where $v_d$ is the drift velocity inside the conductor and is a function of the acceleration and the time collision of free electrons ($\tau$):

$$\vec{v}_d = \vec{a}_e \tau$$ \hspace{1cm} (5.21)

Combining Equations 5.17 through 5.21, the relation between the induced voltage and current can be derived as follows:

$$\frac{\varepsilon}{\vec{I}} = \frac{m_e}{q^2 n_e \tau S_e}$$ \hspace{1cm} (5.22)

where the first term is a constant and related to the properties of the current-conducting medium. It is defined as resistivity ($\rho$). This linear relationship is called Ohm’s law and was quantified by the German physicist Georg Ohm in 1827:

$$V = IR$$ \hspace{1cm} (5.23)

where

$$R = \rho \frac{\ell}{S_e}$$ \hspace{1cm} (5.24)

### 5.2.4 Inductance and Magnetic Field Energy

Faraday’s law states that when a time-varying magnetic flux flows through the surface enclosed by a conductor, an EMF is generated across the conductor. Lenz’s law states that when the current that is created by this EMF flows through the conductor, it generates an opposing flux. Therefore, the induced flux resists the change of the magnetic field. This signifies that the magnetic field has inertia and the induced current cannot change instantaneously.
When the conductor is composed of \( N \) turns sharing a similar surface area, the flux flowing through the conductor surfaces links with each turn. The flux linkage is defined as

\[
\lambda = N\phi
\]  

(5.25)

In case of a linear magnetic medium without saturation, the flux linkage is proportional to the current and the proportionality constant is called the inductance:

\[
L = \frac{\lambda}{i}
\]  

(5.26)

The unit of inductance is in henries and 1 H of inductance states that for a rate of change of current of 1 A/s, the induced voltage is 1 V.

In the presence of an inductance, a work must be done against inertia of the system to generate current. Therefore, energy will be stored in the magnetic circuit, which is calculated as

\[
p_{\text{mag}} = ie = i \frac{d\lambda}{dt} \Rightarrow W_{\text{mag}} = \int_{t_1}^{t_2} p_{\text{mag}} \, dt = \int_{\lambda_1}^{\lambda_2} i \, d\lambda = \int_0^i Li \, di = \frac{1}{2} Li^2
\]  

(5.27)

### 5.3 LOSSES IN ELECTRIC MACHINES

#### 5.3.1 INTRODUCTION

Electric machines convert the input electrical power into mechanical power. During this conversion process, some of the input power is lost and dissipated inside the machine in the form of heat. Figure 5.4 shows the distribution of losses in an electric machine. When the total losses are subtracted from the input power, the mechanical output power and, hence, the efficiency of the system can be calculated as

\[
\eta = \frac{P_{\text{in}} - P_{\text{loss}}}{P_{\text{in}}} \times 100\%
\]

(5.28)

\[
\eta = \frac{P_{\text{mech}}}{P_{\text{in}}} \times 100\%
\]

![FIGURE 5.4](https://www.electronicbo.com)  
**FIGURE 5.4** General loss distribution diagram in electric machines for motoring mode of operation.
where $P_{in}$ is the electrical input power, $P_{loss}$ is the total power loss, and $P_{mech}$ is the mechanical output power. In general, losses in electric machines are dominated by the copper losses, core losses, mechanical losses, and stray losses.

### 5.3.2 Copper Losses

In a current-carrying conductor, a power loss occurs due to current distribution inside the conductor. This power loss is called as the copper or joule loss and dissipated as heat inside the electric machines, usually by means of convection. As shown in Equation 5.24, there is a relationship between the voltage and current, which is called the resistance. Therefore, the copper losses can be calculated as

$$P_{cu} = VI = (IR)I = I^2R \tag{5.29}$$

Resistance is inversely proportional to the surface area, $S$ and it is directly proportional to the resistivity of the conductor, $\rho$ and its length, $\ell$. Current density is defined as the current per unit cross-section area of the conductor in units of A/mm$^2$; therefore, for a round conductor with a radius of $r_0$, the copper loss can be derived as

$$P_{cu} = I^2R = I^2\rho\frac{\ell}{S} = (JS)^2\rho\frac{\ell}{S} = 2\pi\ell\rho\int_0^{r_0} J^2(r)r\,dr \tag{5.30}$$

The resistivity $\rho$ is defined in units of $\Omega m$ and its reciprocal is defined as conductivity, $\sigma$ in units of $S/m$. The term $J(r)$ represents the distribution of current density in the conductor cross-section area. For a uniform current density distribution, Equation 5.30 can be simplified to the form in Equation 5.29:

$$P_{cu} = \frac{2\pi\ell}{\sigma} \int_0^{r_0} J^2r\,dr = \frac{2\pi\ell}{\sigma} \int_0^{r_0} J^2r^2 \frac{r}{2}\bigg|_{r=0}^{r=r_0} = \frac{\ell}{\sigma} J^2S = \frac{\ell}{\sigma S} (JS)^2 = I^2R_{DC} \tag{5.31}$$

Resistivity of a conductor changes with temperature and it is a function of the resistivity at room temperature ($20^\circ C$), $\rho_{20}$ and the temperature coefficient, $\alpha_{20}$:

$$\rho = \rho_{20}[1 + \alpha_{20}(T - 20^\circ C)] \tag{5.32}$$

For copper conductors, $\alpha = 0.004041^\circ C^{-1}$ at $20^\circ C$. Therefore, for a given value of length and cross-section area, the resistance of the conductor and, hence, the copper loss increases with temperature.

Equation 5.30 shows that the copper loss is a function of the current density distribution. As derived in Equation 5.31, for a homogeneous current density distribution, it is proportional to the DC resistance. In case of alternating currents (AC), the current density inside the conductor might not be homogeneous. The distribution of the current density becomes a function of the frequency, magnetic flux density, and the slot and conductor geometry. In high-frequency operation, skin and proximity effects cause nonuniform current density distribution, leading to additional AC copper losses.

The skin effect is the tendency of the current to flow on the surface of the conductor. This results in a nonuniform distribution of the current density, which will be higher at the surface of the
conductors and decreases toward the center as shown in Figure 5.5. It can be observed that as the frequency of the current increases, the depth of the highest current density from the outer surface of the conductor decreases. This is called the skin depth and is a function of the electrical and magnetic properties of the conducting medium and the excitation frequency:

$$\delta = \frac{1}{\sqrt{2\pi\sigma\mu f}}$$  (5.33)

where $f$ is the excitation frequency, and $\sigma$ and $\mu$ are the conductivity and permeability of the conducting medium. For copper, conductivity is $5.8140 \times 10^7$ S/m. Since it is not a magnetic material ($\mu_r = 1$), permeability equals $\mu = \mu_r\mu_0 = 4\pi \times 10^{-7}$. Therefore, the skin depth at 1 kHz will be 2.0873 mm and at 10 kHz, it will be 0.66 mm. It is clear that as the frequency increases, skin depth decreases and the effective cross-section area of the conductor reduces. As shown in Figure 5.6, at higher frequencies, the current density is smaller at the center of the conductor and higher on its surface. This leads to an increase in the effective resistance of the conductor and, hence, higher copper losses [2].

Skin effect occurs due to eddy currents, which is a direct result of Faraday’s law. As it will be discussed later in this section, eddy currents are also the reason of magnet losses and a significant part
of the core losses. According to Faraday’s law, AC current in the conductor creates a time-changing magnetic field, which creates a time-changing electric field opposing the magnetic field created by the AC current. This opposing electric field induces a voltage that is higher at the center of the conductor and, hence, the electrons are pushed to low on the surface of the conductor. Figure 5.7 shows the finite-element analysis (FEA) results for eddy currents in a solid, stationary block made of a highly conductive material. JMAG software has been used for FEA. The time-changing magnetic field is created by the rotating magnets outside of the rotor. To visualize the eddy currents, a small part of the upper magnet is removed from the figure.

Skin effect is the result of eddy currents that are generated by the time-changing magnetic field created by the conductor itself. Proximity effect, on the other hand, is due to the eddy currents caused by an external magnetic field, which are usually the other conductors in the neighborhood. Therefore, proximity effect occurs at high frequencies and usually with multilayer windings. Figure 5.8 shows the proximity effect on a winding, which is composed of four-stranded circular coils. The same AC is applied to the coils with a frequency of 1 kHz and amplitude of 100 A. To mitigate the high-frequency effect on conductors and, hence, to reduce the effective copper losses, Litz wires are widely used in electric machine applications, which can suppress the eddy currents due to their twisted geometry [8].
5.3.3 Core Losses

The magnetic core in electric machines is usually made up of ferromagnetic materials. When alternating magnetic field is applied to the core material, hysteresis and eddy current losses occur.

As it has been described in the previous section, magnetic fields always come in dipoles. The same principle applies in the atomic scale as well. Electrons spinning around their axis create small currents, which create a magnetic dipole moment. Atoms or molecules with magnetic dipole moments can be regarded as small magnets with north and south poles. If these materials are exposed to an external magnetic field, the magnetic field will exert a torque on the magnetic dipoles and these dipoles in atomic scales will be aligned in the direction of the external magnetic field.

The electrical steel used in traction motors is a ferromagnetic material. The magnetization characteristics of a ferromagnetic material are described in terms of $B$–$H$ magnetization curve as shown in Figure 5.9, where $B$ is the magnetic flux density in tesla and $H$ is the magnetic field intensity in A/m. Ferromagnetic materials are made of domains whereby the magnetic dipoles are 100% aligned. But, the net magnetic field is zero due to the random orientation of these magnetic domains as shown in Figure 5.10a. When an external magnetic field is applied, these magnetic domains try to align themselves in parallel to the axis of the applied magnetic field as shown in Figure 5.10b and c. The operating points are referred to the ones given in Figure 5.9. This creates a much stronger magnetic field inside the material. The stronger the external magnetic field, the more the domains align. It should be noted that the increase in the amount of external field does not create an infinite increase in the magnetic flux density. Saturation occurs when practically all the domains are lined up; hence, any further increase in the applied field cannot cause further alignment of the domains. Saturation limits the maximum magnetic field achievable in the ferromagnetic core around at 2 T. At this point, the permeability of the ferromagnetic material (slope of the BH curve) becomes same as that of air. As shown in Figure 5.10d and e, when the core saturates, an increase in the external magnetic field has little or no effect in the magnetic flux of the steel, since most or all the domains are already aligned with the external magnetic field. This puts a limit on the minimum size of the traction motor cores and it is the reason why high-power motors and generators are physically larger, as they must have large magnetic cores. Operating the electrical steel in the saturation region causes more losses.

In case of an alternating external field, the entire BH loop given in Figure 5.9 is covered and the magnetic material is exposed to a periodic magnetization. In this process, the area under the BH loop represents the energy, which is required to change the orientation of domains and expanded in the form of heat. This energy is called as the hysteresis loss and it is dependent on the strength of the magnetic flux density and the excitation frequency.

Another type of core loss, eddy current losses occur in a similar way as the skin effect. Keeping in mind that their conductivity is not as high as that of copper, magnetic materials are also electrically conductive. Therefore, when the core material is exposed to an alternating magnetic field,
Eddy currents are induced in the core, which create a magnetic field opposing the external field. In practice, the core materials are laminated to reduce the eddy current loss. As shown in Figure 5.11, this reduces the conductive path of eddy currents and increases the resistivity of the core. Therefore, for a given induced EMF due to the time-changing magnetic field, the eddy currents will be lower in a laminated core, because of the higher equivalent core resistance. Similar to the case in skin effect, the lamination thickness is related to the skin depth of the core and the eddy current losses are a function of the frequency and the magnetic field strength.

**FIGURE 5.10** Orientation of magnetic domains according to the strength of the external magnetic field: (a) non-magnetized condition (b) under external magnetic field (c) under stronger magnetic field (d) at the knee point of the magnetization curve (e) saturation of the magnetic material.

**FIGURE 5.11** Eddy currents and laminations.
5.3.4 **Losses in PMs**

PMs are widely used in synchronous machines to generate the excitation field on the rotor. Similar to the case in lamination materials and conductors, losses in PMs are mainly due to eddy currents.

In the ideal case, the field in a synchronous machine rotates with the same speed as the rotor. For a sinusoidal field distribution, the flux density that the rotor circuit sees does not change in time and, therefore, no eddy currents would be induced. In practice, however, nonideal conditions create harmonics in the armature field, which induces eddy currents on the rotor circuit. These include the space harmonics due to the nonsinusoidal ampere–conductor distribution, time harmonics due to the pulse width modulation (PWM) frequency effect on the stator current [3], and slot harmonics due to the changing airgap permeance when the rotor is aligned with the stator tooth and the slot opening.

If a magnet is exposed to a time-changing magnetic field, the induced eddy currents create losses and the amount of the losses is related to the conductivity of the PM material. Magnet losses are usually quite small as compared to the stator and rotor core losses. When ferrite magnets are used, the losses would be much lower, since ferrite has high resistivity. However, in the case of high-energy density rare-earth magnets, such as neodymium–iron–boron (NdFeB), the material has high conductivity and the eddy currents might end up in relatively higher values. This will cause an increase in the magnet temperature, weaken its magnetization, and lead to a reduction in the performance of the motor.

Segmentation of magnets in the axial direction is an effective way of reducing the magnet eddy currents and, hence, the losses in PMs. This way, the path for eddy currents is reduced and the effective resistance is increased as shown in Figure 5.12. It can also be observed that the eddy current concentrates at the edge of the magnet. This is also a result of skin effect.

5.3.5 **Mechanical Losses**

Mechanical losses in an electric machine mainly consist of friction losses on the bearing and windage losses. Windage losses are also due to friction between air and the rotating parts of the machine. Similar to the core and copper losses, windage losses also cause an increase in the temperature.

![Figure 5.12](image-url)  
**FIGURE 5.12** Magnet eddy currents and the current density distribution in axially segmented magnets.
Fundamentals of Electric Machines

5.4 WINDINGS IN ELECTRIC MACHINES

The operation of electric machines is based on the interaction of the rotational magnetic field, which is usually created using windings, and the magnetic circuit. Therefore, windings play a fundamental role in electric machines by creating the magnetomotive force (mmf) distribution and they contribute to both torque generation and losses.

There are many different types of windings used in electric machines. Here, the concentration will be given on the most frequently used machines in electrified drivetrain applications. These include the distributed and concentrated windings, which are widely used in AC machines; and also the salient pole windings, which are mainly used in switched reluctance machines (SRMs).

5.4.1 AC Machine Windings

Distributed windings are mainly used in the stator of AC machines, including induction and synchronous machines. The main purpose of distributed windings is to create a sinusoidal rotating mmf distribution and, hence, magnetic field in the airgap. This is achieved by applying sinusoidal currents to the coils that are distributed around the airgap by means of slots opened in the stator core. This process can be explained on a simple case where the stator has six slots, three phases, and two poles as shown in Figure 5.14.

The configuration of the winding is shown in Figure 5.14b. For a given number of slots, \( Q \), the mechanical angle between two arbitrary slots is defined as

\[
\theta_m = \frac{360}{Q} \text{[deg]} \tag{5.34}
\]

It can be observed that each phase occupies two slots to create a coil. The change in the direction of the current in each coil side creates different poles. Each pole occupies \( 180^\circ \) electrical in the winding configuration and, hence, each pole pair covers \( 360^\circ \) electrical. Since the poles are distributed around the circumference of the airgap, for a given number of poles, \( p \), the mechanical angle of \( 360^\circ \) corresponds to an electrical degree of \( (p/2)360^\circ \). Therefore, the electrical angle can be calculated as

\[
\theta_e = \left(\frac{p}{2}\right) \theta_m \tag{5.35}
\]
The number of slots that each phase occupies under each slot, \( q \), is an important parameter in AC-distributed windings. It is calculated as shown in Equation 5.36, where \( m \) represents the number of phases. For integer values of \( q \), the winding configuration is called integral slot winding. For fractional values of \( q \), distributed winding design is still possible and it will be investigated later as fractional slot windings.

**FIGURE 5.14** Analysis for distributed winding for six slots, three phases, and two poles (\( q = 1 \)). (a) Stator currents instantaneous value at \( \theta = \pi/2 \); (b) winding configuration at \( \theta = \pi/2 \); (c) magnetic poles and direction of coil currents \( \theta = \pi/2 \); (d) current linkage distribution \( \theta = \pi/2 \); (e) stator currents instantaneous value at \( \theta = 5\pi/6 \); (f) winding configuration at \( \theta = 5\pi/6 \); (g) magnetic poles and direction of coil currents \( \theta = 5\pi/6 \); (h) current linkage distribution \( \theta = 5\pi/6 \); (i) voltage phasor diagram; (j) vector sum of the voltages in each coil; (k) distribution of coils for each phase in each slot under single pole pair.

The number of slots that each phase occupies under each slot, \( q \), is an important parameter in AC-distributed windings. It is calculated as shown in Equation 5.36, where \( m \) represents the number of phases. For integer values of \( q \), the winding configuration is called integral slot winding. For fractional values of \( q \), distributed winding design is still possible and it will be investigated later as fractional slot windings.
\[ q = \frac{O}{mp} \] (5.36)

Under each pole, each phase occupies an electrical angle of \( q \theta_e \). In an integral slot, three-phase winding, the electrical angle that each phase covers under a single pole equals to 60°:

\[ \theta_b = q \theta_e = q \frac{p}{2} \frac{360^\circ}{Q} = \frac{O}{mp} \frac{p}{2} \frac{360^\circ}{Q} \Rightarrow \text{for } m = 3 \Rightarrow \theta_b = 60^\circ \] (5.37)

This shows that for \( m = 3 \), the coils of each phase are distributed 120° electrical apart from each other under one pole pair. Once the winding is constructed this way and it is fed by three-phase current, since at each time instant, the currents satisfy the condition \( i_u + i_v + i_w = 0 \) as shown in Figure 5.14a, the direction of the currents in \( qm \) number of coil sides becomes the same. As shown in Figure 5.14c, for the slots having the same current direction, a current sheet is created around the circumference of the airgap. This current sheet creates a magnetic field whose direction can be found using the right-hand corkscrew rule. The distance that a magnetic pole covers in the airgap is called the pole pitch and it can be defined as a function of the bore diameter, \( D \) or the number of slots:

\[ \tau_p = \frac{\pi D}{p} \quad \tau_p = \frac{O}{p} \] (5.38)

Once the coil sides are distributed as shown in Figure 5.14b and three-phase symmetric currents are applied as shown in Figure 5.14a, a staircase-like current linkage distribution appears around the airgap as shown in Figure 5.14d. It can be observed that the current linkage distribution contains some harmonics, but its fundamental looks similar to a sine waveform. These harmonics are due to the nonsinusoidal distribution of the coils around the stator and are called space harmonics.

Figure 5.14f–h shows the direction of currents in each slot, the distribution of the poles around the airgap, and the current linkage waveform for the same winding, respectively, but at a different time instant where the instantaneous values of the current are different as shown in Figure 5.14e. It can be observed that the magnetic poles have moved around the airgap and the peak of the current linkage distribution is now at a different mechanical angle. When this analysis is applied for the entire current waveform, it would be observed that the current linkage waveform travels around the airgap, which creates the rotating magnetic field. The rotational speed of the current linkage waveform is dependent on the frequency of the current waveform and is called the synchronous speed:

\[ n = \frac{f}{p/2} \text{[rps]} = \frac{120f}{p} \text{[rpm]} \] (5.39)

Figure 5.14i shows the voltage phasor diagram for the given winding configuration. If each coil side has the same number of conductors, the magnitude of the voltage induced in these coil sides would be the same with a difference in phase due to the electrical angle between them. Since the coil sides are connected in series, the voltage of the phase is represented as the vector sum of the voltages in each coil side as shown in Figure 5.14i.

Figure 5.14k shows how the coils for each phase in each slot are distributed under a single pole pair. Since each phase under each pole is created using a single slot \( (q = 1) \), the vector representing the phase voltage is the same as the vector sum of the voltages in each slot. In the next example, a winding configuration with \( q = 2 \) is analyzed and the effect of winding distribution factor can be observed by comparing the corresponding figures in these two examples.
Figure 5.15 shows the design of the winding for a 24-slot, three-phase, and four-pole configuration. Figure 5.15a–g shows the schematics of the winding, the current waveform, distribution of the poles around the airgap, the current linkage waveform, voltage phasor diagram, the calculation of phase voltages, and the derivation of the distribution factor, respectively. The analysis for this winding is very similar to the one given in Figure 5.14, so that it would not be repeated.

As it was shown in Figure 5.14h, the current linkage distribution for the configuration with \( q = 1 \) deviates from the sinusoidal waveform and contains a significant amount of harmonics in it. By increasing the number of slots per-phase-per-pole, the number of coils is increased, which leads to a current linkage waveform closer to a sine wave as shown in Figure 5.15d. However, this increases the number of slots and, hence, for the given stator bore diameter, the slot width reduces. A very high value of \( q \) means a more sinusoidal current linkage, but it also leads to a higher number of coils and higher manufacturing cost. In practice, two to four coils per pole per phase are usually desirable in medium-size machines.

**FIGURE 5.15** Analysis for distributed lap winding for 24 slots, three phases, and four poles \((q = 2)\). (a) Winding schematics; (b) stator currents; (c) magnetic poles and direction of coil currents; (d) current linkage distribution; (e) voltage phasor diagram; (f) vector sum of the voltages in each coil; (g) distribution of coils for each phase in each slot under a single pole pair.
For \( q = 2 \), the phase voltage under each pole is created by two coil sides whose voltage vectors are apart from each other by \( \theta_e \) as shown in Figure 5.15e. Therefore, the phase voltage, which equals to the vector sum of the voltage in each slot, is now smaller from its arithmetic sum as shown in Figure 5.15f. This was not the case for \( q = 1 \), where the vector and arithmetic sum of the voltages in each slot were the same as shown in Figure 5.14j. This is due to the phase shift between the voltage vectors and the distribution of the phase winding in more than one slot. The reduction in phase voltage is expressed by the distribution factor and for the fundamental, it can be calculated using Figure 5.15g:

\[
k_d = \frac{\sin(q(\theta_e/2))}{q\sin(\theta_e/2)}
\]  

(5.40)

For the 24-slot, four-pole winding in Figure 5.15, using Equation 5.38, the pole pitch can be calculated as six slots. In the configuration given in Figure 5.15a, the distance between each coil side is also six slots and it is called as full-pitch coil. The same phase voltage can be achieved with a different coil configuration as shown in Figure 5.16. In this case, the same pole pitch is maintained by applying different slot pitches \( (y_1 = 7, y_2 = 5) \). This configuration is called as concentric winding and it can be observed from Figure 5.16a that the end turns for each coil in a phase do not cross over each other. This makes coil-insertion process and end-turn forming simpler. However, in concentric windings, since the slot pitches are either lower or higher than the pole pitch, this reduces the induced voltage. In concentric windings, when the number of coils per phase increases, this effect gets more significant on the inner and outermost coils.

Short pitching, where the slot pitch is smaller than pole pitch is widely applied in distributed lap windings, especially to reduce the harmonic content in the airgap flux density waveform. Figure 5.17 illustrates a \( \frac{5}{6} \)th short-pitched winding for 24 slots, four poles, and three-phase configuration. For the full-pitch configuration, the slot pitch corresponds to six as shown in Figure 5.15a. For a \( \frac{5}{6} \)th short pitch, the slot pitch corresponds to five instead. This configuration reduces to fifth and seventh harmonics in the airgap flux density waveform; however, it also reduces the utilization of the stator.
Therefore, for the same kilowatt output, more copper and steel might be required in short-pitch windings as compared to the full-pitch ones depending on the design.

To remove certain harmonics in the airgap flux density waveform, fractional slot windings can also be applied, where the number of slots per-phase-per pole, \( q \), is not an integer anymore. Fractional slot windings can be applied in distributed windings, but in electrified vehicular applications, they are widely applied in concentrated windings, either with single or double layers [4]. Figure 5.18 shows the configuration of a PM machine with concentrated single-layer fractional-slot windings with 12 slots, 10 poles, and three phases, which correspond to \( q = 0.4 \).

Concentrated windings offer a higher fill factor and simpler manufacturing and also better thermal and electrical isolation between phases. Especially in permanent magnet synchronous machines (PMSMs), depending on the rotor design, concentrated windings can offer better performance, but the reluctance torque component might end up being lower due to lower saliency [9].

### 5.4.2 Salient Pole Stator Windings

Concentrated windings are widely used in salient pole machines, such as SRMs. In these configurations, the series or parallel connection of the coils wound around each pole creates the phase winding and, since each phase is electrically and magnetically isolated from each other, the rotational magnetic field is generated by electronically controlled commutation between the phases as shown in Figure 5.19. In salient pole or, for this case, SRMs, different flux paths can be maintained depending on the direction of coils. Figure 5.19a shows one of these configurations on a three-phase SRM with 12 stator and eight rotor poles. Each phase is made up of four stator pole and, therefore, four coils concentrated around them. By applying the right-hand rule, it can be observed that the flux generated by the coil pairs U1–U2, U1–U4, U3–U2, and U3–U4 is facing the same direction; whereas the flux generated by coil pairs U1–U3 and U2–U4 is facing the opposite direction. For a symmetric machine, it can be assumed that the reluctances along the given flux paths are the same. This divides the flux path into two as shown in Figure 5.19a. The winding diagram for the configuration given in Figure 5.19a is shown in Figure 5.20.

By changing the coil polarities, the flux path can be modified as shown in Figure 5.19b, where the polarity of the coils around U2 and U3 is reversed. When the right-hand rule is applied, it can be observed that now, the flux generated by coils U1–U2 and U3–U4 is facing the opposite direction. Theoretically, the flux paths given in Figure 5.19a and b create the same output torque. However, for multiple-phase conduction, these two configurations might end up in different flux paths during

---

**FIGURE 5.17** Winding configuration for 24 slots, three phases, and four poles with \( \frac{5}{6} \)th short pitch.

**FIGURE 5.18** Concentrated fractional slot winding configuration with \( q = 0.4 \).
phase commutation. Depending on the length of the flux path during the commutation, this might affect the stator core losses [10].

Different flux paths can be maintained by modifying the polarity of the coils in a single phase. In Figure 5.19b, it can be observed that all three phases have the same flux polarity. In SRM, the torque is independent of the direction of the phase current; therefore, it is possible to reverse the coil
polarities of one of the phases, as shown in Figure 5.21a for phase W. This configuration also has an effect on flux paths during phase commutation in multiphase excitation [11].

In Figure 5.19, it can be observed that the flux from each coil is linking with the same phase. This means that the flux from the coils of phase U is not flowing through the stator poles belonging to other phases. In this case, the mutual inductance is very low as compared to self-inductance and, therefore, the phases of SRM are regarded as magnetically isolated from each other. This improves the fault-tolerant operation capability of the machine. If the coil directions are modified, as shown in Figure 5.21b, the flux of all the coils faces the opposite directions. This can be validated again using the right-hand rule. In this case, since the flux from U1 and U2 opposes each other, they

![Figure 5.20](image1)

**FIGURE 5.20** Winding configuration for 12/8 SRM.

![Figure 5.21](image2)

**FIGURE 5.21** (a) Coil configuration for an opposite flux pattern in phase W and (b) opposite polarities for all the coils, resulting in higher mutual inductance.
complete their path using the stator poles of adjacent phases, which results in a higher mutual inductance between phases and it cannot be neglected anymore. SRM can still generate torque under this coil configuration, but it requires a more complicated control algorithm, which takes the mutual inductance into account [12].

5.4.3 Coil Design

The design of the windings has a significant effect on the performance and efficiency of the drivetrain and the construction of the coils is highly dependent on the operational requirements of the electrical machine (i.e., speed, torque, heat dissipation capability, etc.). The distributed winding shown in Figure 5.14 is composed of three phases and each phase is made of \( q \) number of coils. Depending on the output torque and speed of the machine, the coils can be connected in parallel or series or with a combination of these two to determine the induced voltage waveform. Each coil is made of many turns and the current rating, thermal requirements, loss characteristics, and, also, the manufacturing capabilities define the way the coils are constructed.

The distributed windings can be designed either with stranded or bar-wound construction. Bar wound offers higher slot fill factor than the stranded design. Together with the shorter end turns, bar-wound construction has lower DC resistance and better packaging [13]. Owing to the geometry of the coils, construction of the slot, and larger surface area in the end turns, bar-wound design has better heat dissipation. This enables better performance in transient conditions, which is highly important in electrified power train applications [14].

On the other hand, in the bar-wound design, skin and proximity effects are considerably higher as compared to the stranded design, especially at higher speeds. This increases the AC resistance and, hence, the stator copper losses as described in Section 5.2. However, depending on the speed–torque requirements of the machine and the duty cycle of high-speed operation for the given driving profile, a traction motor design could be possible, where the advantages of bar-wound design are utilized. As shown in Figure 5.22, in low-to-medium speed range, the AC resistance of bar-wound design is lower than the stranded design. However, at higher speeds, the AC resistance of bar-wound construction is higher since the eddy current losses due to the skin and proximity effect start dominating. In practice, in most of the drive cycles for today’s road and traffic conditions, the electric

![FIGURE 5.22 Variation of AC resistance in bar-wound constructed coils for different speed and current. (Adapted from K. Rahman et al., Design and performance of electrical propulsion system of extended range electric vehicle (EREV) Chevrolet Volt, in Proceedings of the Energy Conversion Congress and Exposition, Raleigh, NC, September 2012, pp. 4152–4159.)](image-url)
traction motors operate with much less torque at lower speeds than their rated values most of the time. For this reason, bar-wound design can also be considered for electric traction motors, provided that the electrical, mechanical, and also the thermal requirements are satisfied [15].

5.5 MATERIALS IN ELECTRIC MACHINES

5.5.1 CORE MATERIALS

The core materials in traction motors play a very critical role in meeting torque-speed and efficiency targets. Figure 5.23 illustrates the speed–torque characteristics required for hybrid electric vehicle (HEV) traction motor, which are in turn reflected in the required properties of the electrical steel used for the motor core. High torque is required for quick starting of the vehicle and hill climbing, high efficiency in the medium-speed region for city driving, and high-speed operation for highway driving. In addition, the traction motor needs to be especially efficient at the speed range in which the vehicle is most frequently driven. Also, in a HEV, due to space constraints, the traction motor must be compact in size, light in weight, and economical.

Figure 5.24 summarizes the requirements of electrical steel used in traction motors. To meet the high torque requirements of traction motors, the electrical steel is required to have high flux density. Traction motors are required to be compact and deliver high power. This makes the motor to be operated in high speeds. When traction motors are prone to high-speed operation, the rotor is prone to large centrifugal force. The electrical steel sheet in the rotor must be capable of handling this large force; at the same time, have minimum iron loss to get high efficiency for highway driving.

5.5.1.1 Electrical Steel Requirements for HEV Traction Motor

A nonoriented (NO) electrical steel is usually used for traction motors. Figure 5.25 shows the important characteristics of an NO steel that influence its magnetizing properties, and in turn are reflected in the efficiency of the traction motor.

The magnetizing properties required for a traction motor are realized through measures such as purification of steel, controlling of alloying elements, grain orientation, and grain size. Since efficiency is an important factor for most traction motors, it is necessary to reduce the resistivity of the steel lamination, so that the eddy current loss in the steel is reduced. This results in reduction of iron loss and hence better efficiency. Silicon (Si) is used as an alloying element in electrical steel

![FIGURE 5.23 Traction motor requirements.](image-url)
to reduce the resistivity. As it can be seen from Figure 5.25, adding Si reduces the resistivity, but at the same time reduces the saturation magnetic flux density. Hence, when defining the Si content, it is very important to control the iron loss and saturation magnetic flux density in an optimal way.

The other important factor to be considered in the design of traction motors is space. The packaging constraints limit the motor size but still require the motor to achieve a high torque and power density. To have a high-torque-density motor, the electrical steel sheet is required to achieve a high flux density with lower current. On the other hand, the current generation traction motors operate at very high speeds to get a high output power. The electrical steel sheet used should be capable of providing the required strength so as to be used in this high-speed region. High-speed operation increases the excitation frequency of the electrical steel and, hence, the core loss increases.

As it has been described in the previous section, to reduce the eddy current losses, magnetic cores are made up of laminated steel, which are insulated from each other. Owing to the lower resistivity, the eddy currents in the laminated core are much less than the solid core. Typical lamination thickness used in traction motors ranges from 0.2 to 0.35 mm.

Although lamination helps to reduce the eddy current loss, it reduces the stacking factor. Stacking factor depends on the lamination thickness and also on the manufacturing process such as punching and stamping of the lamination steels. Stacking factor of <100% reduces the flux-carrying capacity.
of the electrical steel, which in turn requires a higher current to get the same torque when compared to a solid core motor. This can increase the copper loss. The typical stacking factor for a lamination thickness of 0.1 mm is 89.6%, while for 0.2 mm, it is 92.8% and for 0.5 mm, it is 95.8%.

Figure 5.26 summarizes the ways to reduce the hysteresis loss, eddy current loss, and improve magnetic induction during electrical steel manufacturing.

5.5.1.2 Manufacturer Core Loss Data
Electrical steel manufacturers provide the B–H curve of the electrical steel, core loss at various frequencies, and the mechanical properties of the steel. The B–H curve of typical electrical steel for traction motor application is shown in Figure 5.28. The figure shows that as the value of magnetic
field intensity, $H$ or in other terms if the current is increased, the magnetic flux density ($B$) increases linearly up to a certain value of $H$. Beyond this value, the rate of increase in $B$ gets smaller for the same rate of increase in current or $H$ and the core starts saturating. Figure 5.29 shows the comparison of two different electrical steels. It is easy to infer from the figure that to achieve the same electrical flux density, Steel 1 requires less current than Steel 2. Choosing Steel 1 will result in lower copper loss and higher efficiency.

The second important data that manufacturers provide are the core loss data. Figure 5.30 shows that the core loss increases with frequency. The core loss data are shown from 50 to 1000 Hz. Figure 5.31 shows that the core loss increases with increasing current or flux density. For the same frequency, the core loss is much higher for 1.5 T when compared with 0.3 T.

When selecting between different materials and different material grades, electrical properties usually have higher preference, and the mechanical behavior is tuned to the application. The
mechanical properties of electrical steel can be inferred from the stress–strain curve shown in Figure 5.32.

There are outstanding points and regions in such a curve corresponding to various stress and strain stages. The first strain stage is the elastic deformation. Here, the strain is not permanent, and the material returns to its original shape upon unloading. As stress increases, the plastic deformation begins where the original shape becomes partially unrecoverable. For most materials, this elastic limit is marked on the stress–strain curve by a deviation from linearity.

**FIGURE 5.29** Comparing B–H curve of two different electrical steels.

**FIGURE 5.30** Core loss versus frequency for electrical steels.
Most electrical steels gradually depart from the linear-elastic region and noticeable yielding might not occur until a bit past the earliest plastic portion of the curve; so, the yield strength is set slightly above the elastic limit. The ultimate (tensile) strength, which is the highest point on the curve, is usually well into the plastic region. Stress in electrical steel should be well within the elastic limit.

The typical value of yield strength and tensile strength of the electrical steel used in traction motors is around 450 and 560 Mpa, respectively. These values can change depending on the electrical steel material grade. Figure 5.33 summarizes the yield strength of different grades of electrical steels. The figure shows that the lower-grade steel has higher strength (low iron loss too). This is due to the high Si content.

From the design standpoint for interior PM machines, high-strength electrical steel can be helpful to improve the motor efficiency by reducing the rib thickness. As shown in Figure 5.34, the rotor rib is the small portion of the steel core between the magnet and the airgap. In terms of electromagnetic operation, the rib is expected to be small enough, so that it saturates quickly and behaves like an airgap. From the mechanical perspective, the strength of the rib should be high enough to prevent failure. During high-speed operation, the rib area is prone to high stresses. If a low-strength steel is used, the rib has to be much thicker. This will move the magnet away from the air gap, and cause reduction in efficiency. Last but not the least, good electrical steel is required to have good punchability. Punchability is the combination of different properties of electrical steel that maintain long tool life and help to minimize the cost.

![Stress-strain curve for typical electrical steel.](image)

**FIGURE 5.31** Variation of core loss with flux density and frequency.

**FIGURE 5.32** Stress–strain curve for typical electrical steel.
5.5.1.3 Effect of Manufacturing Process on Core Loss

To get the best motor efficiency, a careful selection of electrical steel is not just sufficient. The motor-manufacturing process plays a very vital role too. Figure 5.35 shows the various steps in the stator-manufacturing process. The stator lamination is first stamped. Interlocking is done to secure all the stator cores, after which, it goes through the process of stress relief annealing. Copper wires are then inserted into the stator slots, after which, squeezing and heat shrinking is done on the stator. Undesirable stresses are created adjacent to the cut edge by stamping, shearing, or slitting operations. These result from the distortion of the crystal structure that is caused by the cutting operation. Stress relief annealing is a heat-treatment process that relieves some of these stresses and helps to reduce the core loss.

Figure 5.36 shows the changes in the B–H curve of an electrical steel when it was sheared in parallel with the rolling direction into two or four sections. The magnetic permeability decreases and the magnetizing force required to secure a certain magnetic flux density is increased.

Figure 5.37 shows the effect of compression and tension on the core loss of electrical steel lamination. High-grade steel contains a higher percentage of Si and the grain size is larger when compared to a low-grade steel. Stress-related increase in core loss is much higher for low-grade steel than a higher-grade steel.

Figure 5.38 shows the influence of elastic stress over the iron loss of electrical steel. Iron loss increases significantly under a compressive stress. Also, the rate of iron loss increase becomes larger as the magnetic flux density is lowered. This is one of the main reasons why the core loss factor that has to be taken into account during simulation is much higher in low-flux-density region.
**FIGURE 5.35** Stator manufacturing process.

**FIGURE 5.36** Effect on the B–H curve due to shearing.

**FIGURE 5.37** Effect on core loss due to compression and tension.
than high-flux-density regions. The increase in iron loss will be very significant due to the residual compressive stress that is the result of press fitting or heat shrink fitting.

During the manufacturing process, interlocking/welding is done to secure the stator/rotor laminations together. Interlocking/welding introduces local strain in the area where it is performed and this can increase the iron loss. As the number of interlock/weld points increases, the core loss increases as shown in Figure 5.39.

### 5.5.2 Permanent Magnets

Owing to their high efficiency and high-power density, PM machines are very attractive in electrified power train applications. In AC synchronous and brushless DC machines, PMs are generally utilized to provide the excitation field on the rotor. As compared to excitation with field windings,
PMs provide a lower loss excitation and, hence, improve the efficiency. High-energy-density magnets have higher energy product per unit volume. Along with high coercivity, this enables higher power density. These are usually iron-and cobalt-based rare-earth magnets, such as NdFeB and samarium–cobalt (SmCo) magnets.

The field inside the PM is the result of the magnetization of the material and the field applied externally. The relationship between the magnetic flux density and the applied magnetic field intensity of a PM is represented as

$$B_m = \mu_0 H_m + J$$  \hspace{1cm} (5.41)

The magnetization of an unmagnetized magnet is accomplished by applying a strong external magnetic field to align the magnetic dipoles. This result in the alignment of the dipoles and the material becomes magnetically polarized or “magnetized.” Once the material is saturated (all the dipoles are aligned) and the external field is removed, the measured magnetic field density is called the remanence, $B_r$. This value can be measured by applying the magnet in a closed magnetic circuit (see Figure 5.42). In this case, the magnet is said to be “keepered” and its poles are short circuited. Assuming that the magnetic field intensity around the magnetic circuit could be neglected due to the high permeability of the magnetic material shortening the magnet, this results in $H_m = 0$ and, hence, $B_m = J$, which represents the intrinsic properties of the magnet. Therefore, the relationship between $H_m$ and $J$ shown in Figure 5.40 (intrinsic curve) represents how the external field affects the intrinsic magnetization of the material. To completely demagnetize the magnet, the negative external field of $H_m$ should be applied, which is called as the intrinsic coercive force and it shows the resistance of the magnet to demagnetization. This is the reason why the second-quadrant characteristics are generally used in analyzing the behavior of PMs.

![Figure 5.40 Demagnetization and characteristic curves of a PM (TDI Neorec53B iron-based rare-earth magnet). (Adapted from TDK Corporation, NEOREC series neodymium iron boron magnet datasheet, May, 2011. Online. Available: http://tdk.co.jp/)](image-url)
If the applied field on a PM is varied in four quadrants, the hysteresis loop of the material is obtained. In Figure 5.41, the magnetization curves of a PM and magnetic steel are shown together. It can be observed that the area of the hysteresis loop is much larger than that of magnetic steel. This shows that the PMs require higher magnetic force to be demagnetized and the area under the loop shows the stored magnetic energy. For the electric steel, a small amount of magnetic force can saturate the material. The area under the loop is much smaller and it represents the hysteresis loss. For this reason, magnets are called as hard magnetic materials and electrical steels are called as soft magnetic materials.

The normal curve in Figure 5.40 designates the relationship between the coercive force \( H_m \) and the field inside the PM \( B_m \) and it represents the operating point of the magnet. Figure 5.42 shows the case when an airgap is introduced in the magnetic circuit. Considering that the leakage flux in the circuit and mmf drop on the iron are negligible, the magnetizing force inside the PM and the iron is uniform; Ampere’s law can be applied to the circuit. Since there are no external ampere turns, the line integral of magnetic field intensity around the circuit will be zero:

![Diagram of magnetic circuit with a PM (a) closed circuit (keepered) and (b) with airgap.](image-url)
\[ H_m l_m + H_g l_g = 0 \Rightarrow H_m = -\frac{l_g}{l_m} H_g \] (5.42)

where \( H_m, l_m \) and \( H_g, l_g \) are the magnetic field intensity and the length of the magnet and airgap, respectively. Since the flux in the circuit is the same, the magnetic field density of the magnet can be calculated:

\[ B_m = B_s \frac{A_g}{A_m} \quad B_s = \mu_0 H_g \Rightarrow B_m = \frac{\mu_0}{A_m} A_g H_g \] (5.43)

where \( A_m \) and \( A_g \) are the cross section of the magnet and the airgap, respectively. Combining Equation 5.42 with Equation 5.43 results in:

\[ \frac{B_m}{H_m} = -\frac{A_g l_m}{A_m l_g} \] (5.44)

When there is no external mmf source in the circuit, Equation 5.44 represents a straight line starting from the origin whose slope is named as the permeance coefficient (PC). It is called as the load line and its intersection with the normal curve represents the operating point of the circuit. The magnetic field intensity in the airgap can be expressed as a function of the energy product:

\[ H_m = -\frac{l_g}{l_m} H_g \quad B_m = \mu_0 \frac{A_g}{A_m} H_g \quad \lambda_g = \frac{\mu_0 A_g}{l_g} \Rightarrow H_g = \frac{1}{\lambda_g} \sqrt{-H_m B_m V_m} \] (5.45)

where \( V_m \) is the volume of the magnet and \( \lambda_g \) is the permeance of the airgap.

PC and energy product provide important information about the design of the magnetic circuit:

- Higher values of PC result in higher magnet flux density, \( B_m \). In this case, the risk of demagnetization reduces.
- Higher PC means larger airgap area and smaller magnet pole area. For the given \( B_m \) at the operating point of the normal curve and load line, this results in lower airgap flux density and, hence, reduces the force in the airgap and also increases the leakage flux.
- As the magnet thickness is increased, it increases the PC and reduces the risk of demagnetization.
- The energy that is required to magnetize the volume of the airgap is inversely proportional to the volume of the magnet. However, a design utilizing the highest energy product does not always signify the best performance.
- For a certain \( B_m \) and \( H_m \), the magnetic energy has its highest value per unit volume as shown in Figure 5.40. For a design with higher magnetic flux density than the one at the maximum energy point, magnet volume should be increased.

When an external field is applied to a PM, its operational segment is defined by the recoil permeability (\( \mu_{rec} \)). It is an important parameter that defines the normal and intrinsic demagnetization characteristics of a PM material. For high-coercivity magnets, recoil permeability can be defined as the slope of the normal curve as shown in Figure 5.40. Neglecting the effect of permeability of free space for simplification (\( \mu_0 = 4\pi \times 10^{-7} \)), Equation 5.41 can be rewritten as

\[ B_m = H_m + J \] (5.46)
This holds at every point on the demagnetization curve and it shows that the intrinsic values can be calculated automatically if the normal values are available. For the operation in the second quadrant, Equation 5.46 can be reorganized as

\[ B_m = J - H_m \]  

(5.47)

Since \( \mu_{rec} \) is the slope of the normal curve, neglecting \( \mu_0 \) for simplification, the equation for the normal curve can be derived as

\[ B_m = \mu_{rec} H_m + B_r \]  

(5.48)

To relate Equations 5.47 and 5.48, the following modification can be applied and the equation for the intrinsic curve can be calculated as follows:

\[ B_m = (-H_m + H_m) + \mu_{rec} H_m + B_r \Rightarrow B_m = H_m + \left( \frac{\mu_{rec} - 1}{\mu_{rec}} \right) H_m + B_r \]  

(5.49)

Equations 5.48 and 5.49 highlight a few important points about the recoil permeability:

- The slope of the intrinsic curve is related to the recoil permeability of the normal curve. If the recoil permeability equals to 1, \( J \) would be constant over the entire range of \( H_m \).
- For iron-based rare-earth magnets, the recoil permeability is usually in the range of 1.05–1. This is why there is a small decrease in the intrinsic curve as the coercive force increases. This can also be observed in Figure 5.40. For higher recoil permeability, the drop in the intrinsic curve will also be higher.
- For iron-based rare-earth magnets, since the recoil permeability is close to 1, the total permeability of the magnet \( \mu_{rec}\mu_0 \) is almost same as air. For this reason, PMs would have an effect on the reluctance of the magnetic path [17].

The relationship between the normal and intrinsic curves is also reflected in the PC, which was calculated in Equation 5.44. Since PC represents the slope of the load line, which starts from the origin, it can be defined as the ratio between the magnetic flux density and the coercive force. Combining with Equation 5.47, the relationship between the PC of the normal curve (PC) and the intrinsic curve (PC) can be derived as

\[ PC = \frac{B_m}{H_m} = \frac{J - H_m}{H_m} = \frac{J}{H_m^{PC}} - 1 \]  

(5.50)

In PM machine design, the demagnetization curves should be analyzed in detail, considering the PC of the magnetic circuit, operating temperature, and also the capability of tolerating the negative field from the stator windings. Figure 5.43 shows an example where different operating conditions are presented. If the magnetic circuit is designed for a PC of PC1, at 20°C, the operation point will be at point A, which corresponds to flux density of \( B_{mA} \). In this case, if the temperature increases to 140°C and, due to the demagnetization characteristics of the magnet, the flux density will reduce to \( B_mB \). At PC1, since the normal curves for both temperatures have the same slope, the change is approximately linear and, hence, when the temperature goes back to 20°C, the magnetic flux density will increase back to \( B_{mA} \). This is called a reversible loss and, in general, it is represented by two temperature coefficients, \( \alpha \) and \( \beta \):
Equation 5.51:

\[
\alpha = \left( \frac{1}{B_r} \frac{\Delta B_r}{\Delta T} \right) \times 100 [\%]
\]

\[
\beta = \left( \frac{1}{H_{ci}} \frac{\Delta H_{ci}}{\Delta T} \right) \times 100 [\%]
\]

where \( B_r \) is the remanence, \( H_{ci} \) is the intrinsic coercive force, and \( T \) is the temperature. It can be observed from Equation 5.51 that \( \alpha \) represents the reversible temperature coefficient for the remanence, whereas \( \beta \) is the reversible temperature coefficient for the intrinsic coercivity [18].

PC1 represents a relatively high value of PC. Depending on the design, it might require a higher magnet volume to achieve PC1 and this may cause an inefficient use of the magnetic energy. If the magnetic circuit is designed for a lower PC (PC2), the operating point will be at point C at 20°C. When the temperature increases to 140°C, the magnetic circuit operates at point D. At this point, if the coercive force decreases, the operating point will recoil, originating from point D with the slope of \( \mu_{rec} \). If the temperature goes back to 20°C, the operating point will not go back to point C, but instead, it will be at point E, which has a lower magnetic flux density and remanence. In this case, this means that the magnet has lost some of its magnetization. This is an irreversible loss and the magnet should be remagnetized to get back to its original operating point.

Besides the operating temperature, irreversible loss depends on how long the magnet has been exposed to elevated temperature, along with the PC and the applied reverse magnetic field. As described in Reference 18, irreversible losses due to temperature are caused by the reversal of domains that are aligned in the direction of magnetization. The longer the material is exposed to elevated temperature, the chance for the reversal of the domains increases.

Normal curves define the operating point of the magnet. However, when an external reverse field is applied, for example, PM machine operating in flux-weakening mode, intrinsic curves are used to define the coercive force and, hence, the operating point on the normal curve. As shown in Figure 5.43a, when there is no reverse field applied, the load lines of PC2 and PC2 intersect the intrinsic and normal curves at the same value of the coercive force. However, the effect of external magnetic forces...
is related to the intrinsic characteristics of the material. This is shown in Figure 5.43a where a reverse field of \(-H_L\) is applied and the coercive force is calculated at point F where the PC load line intersects with the intrinsic curve. Therefore, the operating point on the normal curve will be at point F'.

When designing a PM machine, analyzing the reverse field capability of the magnetic circuit is very important to define the performance of the machine for the given operating temperature. Figure 5.43b shows an example when a certain reverse field is applied at a higher temperature. For the given negative coercive force, it can be noticed that the PC intersects the intrinsic curve below the knee point. As mentioned previously, this will cause irreversible demagnetization of the PM material, which will result in a performance reduction in the machine. Similar to the case in temperature, the longer the material is exposed to the reverse field, the higher the change of the reversal of the domains and this leads to higher irreversible losses.

In electric machines, irreversible loss causes a loss in magnet flux that leads to a reduction in torque. During the design process, the operating temperature should be carefully investigated by taking the operating conditions such as load line and the reverse field into account. In addition, the irreversible loss data provided by the magnet manufacturers should be evaluated. Figure 5.44 shows the temperature dependence of irreversible magnetization for different PCs [19]. It can be observed that for a lower value of PC, the irreversible demagnetization factor is higher for the same temperature. In addition, the change in the flux loss is not linear with the increase in the temperature. For example, in rare-earth magnets, the change in magnetic flux density and, hence, the irreversible loss is higher from 80°C to 110°C, and then it is from 20°C to 80°C.

In electric machine applications, maximum operating temperature should be defined to maintain stable operation of the magnet. As discussed previously, PMs might become unstable due to the nonlinear nature of the demagnetization curve and also the irreversible losses. The designer can consider a design with high PC, which might require higher magnet volume. This might end up with inefficient use of the material. A higher coercivity magnet, which has linear demagnetization characteristics around the desired operating point might also be considered. However, this might increase the rare-earth content and, hence, the cost of the machine.

To verify the lifetime of the magnets in harsh operating conditions in a traction application, corrosion resistance needs to be considered. NdFeB magnets are prone to corrosion, which reduces the performance and lifetime. With the recent improvements in the chemistry of the materials and the surface treatment, the corrosion resistance of iron-based rare-earth magnets has been increased significantly. In addition, different surface treatment techniques improve the durability of the adhesive material and the quality of the insulation, which are significantly important in electric traction motors [20]. Table 5.1 summarizes the specifications of the surface treatment.

![FIGURE 5.44 Variation of irreversible demagnetization factor with temperature (shown for TDI Neorec series NdFeB magnets).](image-url)
techniques, the thickness of the coating layer, and the effect of the treatment on the performance of the magnet.

Depending on the performance requirements, torque, speed, and operating temperature, different magnet materials can be utilized in electric machines. Table 5.2 compares some of the important characteristics of the most frequently used magnet materials in electric machines. The properties of different magnet materials can be summarized as follows:

- **NdFeB** is widely used in electric machines for traction applications due to their high-energy product and high coercivity. High-energy density enables a higher power density, whereas high coercivity brings better performance when the external field is applied.
- The coercivity of NdFeB drops rapidly as the temperature increases.
- **SmCo** is a cobalt-based rare-earth magnet and it has better heat resistance than NdFeB. It can operate in elevated temperatures up to 250°C.
- The corrosion resistance of SmCo is better than NdFeB and it is less prone to brittle.
- SmCo is higher in price as compared to NdFeB.
- Ceramic magnets are usually ferrite and they have the lowest energy product.

### TABLE 5.1

<table>
<thead>
<tr>
<th>Surface Treatment</th>
<th>Standard Coating Thickness (μm)</th>
<th>Moisture Resistance</th>
<th>Salt Water Resistance</th>
<th>Bonding Durability</th>
<th>Insulation Proof</th>
<th>Surface Cleanness</th>
<th>Dimensional Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum coating</td>
<td>5–20</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Nickel coating</td>
<td>10–20</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Titanium nitride coating</td>
<td>5–7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple rust prevention</td>
<td>&lt;2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electro-deposition coating</td>
<td>10–30</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


### TABLE 5.2

**Comparison of Typical Properties of Typical Magnets**

<table>
<thead>
<tr>
<th></th>
<th>Unit</th>
<th>AlNiCo</th>
<th>Ceramic</th>
<th>SmCo</th>
<th>NdFeB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remanence</td>
<td>T</td>
<td>1.35</td>
<td>0.41</td>
<td>1.06</td>
<td>1.2</td>
</tr>
<tr>
<td>Coercivity</td>
<td>kA/m</td>
<td>60</td>
<td>325</td>
<td>850</td>
<td>1000</td>
</tr>
<tr>
<td>Energy product ((BH)_{max})</td>
<td>kJ/m³</td>
<td>60</td>
<td>30</td>
<td>210</td>
<td>250</td>
</tr>
<tr>
<td>Recoil permeability (\mu_{rc})</td>
<td></td>
<td>1.9</td>
<td>1.1</td>
<td>1.03</td>
<td>1.1</td>
</tr>
<tr>
<td>Specific gravity</td>
<td></td>
<td>7.3</td>
<td>4.8</td>
<td>8.2</td>
<td>7.4</td>
</tr>
<tr>
<td>Resistivity (\mu\Omega\ cm)</td>
<td></td>
<td>47</td>
<td>&gt;10⁴</td>
<td>86</td>
<td>150</td>
</tr>
</tbody>
</table>
• Similar to other magnet materials, the remanence of ceramic magnet decreases with temperature, but their resistance to demagnetization increases with temperature.
• Ceramic or ferrite magnets are the cheapest among all other magnets and they are the most widely used magnets in electric machine applications in general.
• Ceramic magnets have positive temperature coefficient (β) unlike other types of magnets. Therefore, the intrinsic coercivity of ceramic magnets reduces with lower temperature.
• AlNiCo magnets are aluminum–nickel–cobalt alloys. They can operate at high temperatures, but they have low coercivity.
• AlNiCo magnets can be demagnetized if they are taken out of the rotor. They have to be kepted.

5.5.3 Insulation in Electric Machines

Insulation, especially in powertrain applications, is significantly important in terms of dimensioning, reliable operation, and also the lifetime of the electric machine. The main purpose of insulation is to provide a nonconducting medium between different components with different potentials. In addition, a proper insulation improves the heat dissipation in the windings and, hence, helps to increase the peak power capability of the machine.

Figure 5.45 shows sample stator slot insulation represented on an SRM. It can be observed that there are many layers of insulation and, depending on the operational characteristics of the machine, different insulating materials can be used. As discussed previously, stator windings are made up of coils that are composed of many turns. Therefore, the potential difference between each turn in a slot varies and this makes it necessary to use insulation between the conductors. Magnet wires are widely used in electric machines and they are manufactured with a varnish-like thermoplastic insulation around them. The thickness of the insulation is dependent on the conductor size, voltage, and thermal requirements and it comes as a single, double, triple, or quadruple built.

Slot insulator or slot liner provides galvanic isolation between the winding and the core. It is usually an insulating foil with high tensile strength. Owing to their thermal and mechanical properties, polyester film and aramid paper are widely used as slot insulators in electric machines. In high-voltage applications (over 1 kV) Mika is the main material for slot insulation. Mika has high thermal endurance, and good chemical resistance. High dielectric strength of Mika makes it very suitable in applications where partial discharges occur due to the high voltage or high rate of change of phase voltage, which can be the case in inverter-fed motor drives.

**FIGURE 5.45** Insulation of stator slot in an SRM.
Once the wires are placed into the slot, both sides of the slot insulator are folded up on each other as shown in Figure 5.45. Then, the slot is closed using the slot wedge, which is usually made up of epoxy resin. In electric machines, different phases are usually on different potentials in terms of the root mean square (RMS) voltage. Therefore, windings of different phases located in the same slot are covered with a cloth-type flexible insulation to maintain galvanic isolation. In AC machines with single-layer windings, this is applied in the end turns.

It can be observed from Figure 5.45 that the insulation materials take significant amount of space in the slot and limit the fill factor for the conductor. For this reason, depending on the operational requirements of the electric machine to be designed, the space the insulation occupies should be taken into account during the dimensioning of the magnetic circuit and the design of the windings.

Insulation system plays a vital role in the reliable operation and lifetime of the electric machine. One of the main causes of failure in electric machines is due to the breakdown of the insulation system. Once the stator structure is finalized, there are inherent voids between the coils, and also between the insulation and the core, which reduces the dielectric strength and heat dissipation capability. In this case, partial electric discharges, which often occur in high-voltage machines and also the inverter-driven machines (due to the high rate of change of voltage), cause progressive deterioration of the insulation system, leading to degradation in its dielectric strength in time and a reduction in the breakdown voltage of the insulation system. This reduces the lifetime of the machine.

In addition to proper dimensioning of the insulation material, it is also very important to fill the voids in the stator structure. This is usually accomplished by vacuum pressure impregnation (VPI) where the stator core together with the windings is filled with resin. VPI has many processes such as preheating, resin filling, wet vacuuming, and so on, and it reduces the physical voids in the stator and creates a solid structure, guaranteeing a better heat dissipation and proof against leakage. It also helps to protect the windings from external influences and increases the lifetime of the machine.

### 5.6 OPERATIONAL PRINCIPLES OF ELECTRIC MACHINES

#### 5.6.1 Permanent Magnet Synchronous Machines

The PMSM originates from the synchronous motor with PMs replacing the field circuit. This modification eliminates the rotor copper loss as well as the need for the maintenance of the field-excitation circuit. Thus, a PMSM has high efficiency and enables an easier design for the cooling system. Moreover, the use of rare-earth magnet materials increases the flux density in the air gap and accordingly increases the motor power density and torque-to-inertia ratio. In demanding motion control applications, the PMSM can provide fast response, compact motor structure, and high efficiency. There are several advantages of PM motors compared to its counterparts:

- Operates at a higher power factor compared to the induction motor due to the absence of magnetizing current.
- Does not require regular brush maintenance such as conventional wound-rotor synchronous machines.
- The rotor does not require any supply and rotor losses are very low.
- Low noise and vibration than switched reluctance and induction machines.
- Lower rotor inertia and hence fast response.
- Larger energy density and compact structure.

The main disadvantage of PMSM is the high cost of the PMs, and its sensitivity to temperature and load conditions. Figure 5.46 shows that a PM machine is composed of two main parts, a stator and a rotor. The stator is the part that is mechanically fixed and connected to the external circuitry. In most traction applications, usually, the stator has a three-phase star-connected winding. The stator can be broken down into an iron part, which is “magnetically conductive,” and winding slots,
which contain electrical (copper) windings that generate the stator magnetic flux. The rotor, on the other hand, is the part that is mechanically free to rotate and is attached to the rotor shaft with bearings. The rotor is also made of two parts: iron that conducts the magnetic flux, and PMs that produce the rotor magnetic flux. The rotor magnets are placed as alternate north and south poles. These magnets generate flux in the radial direction to flow through the air gap. Mmf generated due to the stator currents crosses the air gap and links the PM flux.

The interaction of the PM flux and stator mmf causes the rotor to rotate. As the rotor moves, the flux linkage varies and, hence, induces back EMF in the stator windings. Finally, the interaction between the stator phase currents and the corresponding back EMFs produces the electromagnetic torque. The rotor has no windings or electrical connections to the stator. To operate the machine properly, the rotor position has to be known, either from the feedback given by a position sensor, or from a position estimation algorithm.

5.6.1.1 PMSM Operation
Figure 5.47 illustrates the four-quadrant-operating region of a PMSM machine. Similar characteristics also apply for other electric machines. Each quadrant has a constant torque region from 0 to \( \pm \omega_b \) and a region where the torque decreases inversely with the speed from \( \omega_b \) to \( \omega_{\text{max}} \). The region where the torque drops inversely with speed is called the constant power region that is obtained by decreasing the rotor magnetic flux.

5.6.1.2 Classiﬁcation of PM Machines
On the basis of excitation current and back EMF shape, PMSM machines can be classiﬁed as trapezoidal-and sinusoidal-type machines. Sinusoidal-type PMSM machines can be further classiﬁed as surface mount (SPM), surface inset, or interior permanent magnet (IPM) types as shown in Figures 5.48 and 5.49.

In an SPM machine, the magnets are glued on the rotor surface. The rotor cannot operate at high speeds due to the in adequate mechanical strength of the magnets; however, manufacturing is simple for surface magnets. SPM machine can be either sinusoidal or trapezoidal type, but the inset and IPM type are usually sinusoidal-type machines. The \( d \)-and \( q \)-axis inductances are almost the same in an SPM machine. This is due to the fact that the length of air gap is equal to that of the magnet, which has almost the same permeability as air. As it can be seen from Figure 5.49b and c, in the inset type, the magnets are put right inside the rotor surface and in the IPM type, the magnets
FIGURE 5.47 Four-quadrant operation of a PMSM.

FIGURE 5.48 PM machine classification.

FIGURE 5.49 Different types of PMSM. (a) Surface PM motor; (b) inset PM motor; (c) IPM motor.
are buried well inside the rotor. The \( q \)-axis inductance is much larger than the \( d \)-axis inductance in these types of machines. The space occupied by the magnet in the \( d \)-axis is occupied by iron in the \( q \)-axis. This means that in addition to the electromagnetic torque (mutual torque), a reluctance torque also exists in IPM-and inset-type PM machines.

Figure 5.50 shows different magnet configurations for IPM machines. The configuration given in Figure 5.50c is called spoke-type machine, where the magnetization is in tangential direction. For the other machines, the magnetization is usually in radial direction.

5.6.1.3 Saliency in PM Machines

IPM machines use both PM and mechanical rotor saliency for electromagnetic energy conversion. Rotor construction in IPM machines provides an inherent saliency (difference in the \( d \)-and \( q \)-axis inductances). Saliency produces additional reluctance torque that is used for improvement of air gap torque production. Saliency also facilitates field weakening. To understand the effect of saliency, a good understanding of \( d \)-and \( q \)-axis inductances is necessary. Figure 5.51 shows the PM machine in stator and rotor reference frames. The letters \( d \) and \( q \) refer to the \( d \)-and \( q \)-axis, whereas the letters \( s \) and \( r \) represent stator and rotor reference frames. By definition, \( d \)-axis or direct axis is the axis that is aligned with the PM field. In designs without magnets, \( d \)-axis is defined to be aligned with the high-inductance axis. \( q \)-Axis or quadrature axis is 90° electrically advanced in the counterclockwise (positive) direction from the positive \( d \)-axis.

Figure 5.52a and b shows the \( d \)-and \( q \)-axis inductance path for an SPM machine. Since PMs have a low permeability, which can be approximated to that of air, the effective airgap in the flux
path of $L_d$ and $L_q$ is the same in SPM motors. Therefore, an SPM motor has negligible saliency. In the stator three-phase reference frame, the inductance measured at the motor terminal is constant regardless of the motor position. In the rotor reference frame, the $d$-axis flux path can be represented as magnet→steel→magnet, whereas $q$-axis path is air→steel→air. Since the permeability of air and magnet is almost the same, $L_d = L_q$ for SPM.

**FIGURE 5.51** PM machine in different reference frames.

**FIGURE 5.52** $d$- and $q$-axis inductances for SPM and IPM: (a) $d$-axis for SPM; (b) $q$-axis for SPM; (c) $d$-axis for IPM; and (d) $q$-axis for IPM.
Figure 5.52c and d shows the $d$-and $q$-axis inductance paths in an IPM machine. The effective airgap in the flux path of $L_d$ and $L_q$ varies according to the rotor position. This magnetic saliency results in the variation of inductance at the motor terminal according to rotor position. Similar to the case in SPM, in the stator three-phase reference frame, the inductance measured at the motor terminal is constant regardless of the motor position. In rotor reference frame, the $d$-axis flux path is steel→magnet→steel →magnet→steel, but $q$-axis flux path is all steel as shown in Figure 5.52d. Hence, $L_q > L_d$ in this type of machine. There are IPM designs where the opposite is also true, but they are not covered in this chapter.

5.6.1.4 Inductance Variation due to Magnetic Saturation

The $d$-and $q$-axis inductances vary due to magnetic saturation in the iron. The electrical resistance is not affected by saturation, but the torque constant will be affected. When current passes through an inductor wound over an iron core, initially, the flux increases linearly but later, the magnetic flux increases much slowly (see Figure 5.53), due to magnetic saturation. The inductance is the slope of this curve at any given point. In the linear portion of the curve, the inductance remains constant, after which, the inductance starts dropping due to saturation of the iron core. Also, the inductance changes in response to the change in current in any electrical motor much quicker than temperature-related parameter variations that have a slower time constant.

In IPM machines, the $q$-axis inductance is affected by saturation much more than the $d$-axis inductance. The important differences in $L_d$ and $L_q$ due to magnetic saturation are:

The $d$-axis path includes iron as well as magnet. The PM is the main source of saturation even when the machine is not excited (similar to L2 in Figure 5.53). The currents associated with this axis ($i_d$) are usually oriented to oppose the magnetic flux, either to exploit the reluctance torque or to achieve flux weakening. Depending on the intensity of these currents, a very small change can occur to the $d$-axis inductance. The increased air gap thickness, due to the presence of magnets along this axis, reduces the sensitivity of $L_d$ toward $i_d$.

The $q$-axis inductance path is all steel and does not include any PMs. This axis is not excited when the machine is at rest. For small $q$-axis currents (low torque), the $q$-axis magnetic circuit operates in the linear region (L1 in Figure 5.53) of the electrical steel. However, for large $q$-axis currents (high torque), the magnetic path on this axis will become saturated and the $q$-axis inductance will drop drastically. This is summarized in Figure 5.54.

Saliency ratio is defined as the ratio of the $q$-axis to $d$-axis inductance:

$$\xi = \frac{L_q}{L_d} \quad (5.52)$$

**FIGURE 5.53** Saturation in electrical steel and its effect on inductance.
A high saliency ratio makes it possible to achieve a wide field-weakening range without suffering from excessive back EMF in high-speed operation:

\[
T_e = \frac{3}{2} p (\psi_m i_{sq}) + \frac{3}{2} p (L_d - L_q) i_{sd} i_{sq}
\]

\[
i_{sd} = -\psi_m + \sqrt{\psi_m^2 + 8 (L_d - L_q)^2 I_{sd}^2} \quad \text{(5.53)}
\]

\[
i_{sq} = \sqrt{I_{sq}^2 - i_{sd}^2}
\]

where \(\psi_m\) is the PM flux linkage, \(p\) is the number of poles, \(i_{sd}\) and \(i_{sq}\) are the \(d\)-and \(q\)-axis stator currents, \(L_d\) and \(L_q\) are the \(d\)-and \(q\)-axis inductances, and \(I_{sd}\) is the maximum stator current. Taking the IPM motor torque equation from Equation 5.53 and plotting it on the \(d-q\) plane results in constant torque loci as shown in Figure 5.55. Torque is zero along \(d\)-axis \((i_q = 0)\) and along the \(q\)-axis, the following expression holds:

\[
i_{sd} = i_{sq} = \frac{\psi_m}{L_q - L_d}
\]

5.6.1.5 Maximum Torque per Ampere Operation

The maximum torque per ampere (MTPA) control strategy is applied in the constant torque region as shown in Figure 5.56. MTPA assures that for a required torque, the minimum stator current is applied. By doing so, the copper loss is minimized and the motor efficiency is increased. As shown in Figure 5.57, there are multiple stator current vectors (is1, is2, is, etc.) that can produce the desired torque, but, considering the efficiency, the smallest current should be applied that can guarantee this torque. All the points given by the intersection of the minimum current vectors and the corresponding torque levels provide the MTPA curve as depicted in Figure 5.58.

The set of equations that give the MTPA curve of an interior permanent magnet synchronous machine (IPMSM) and the relationship between the reference torque and the corresponding stator currents is obtained by solving \(dT/di_{sd} = 0\) in Equation 5.53. In Figure 5.58, the motor parameters \(\psi_m\), \(L_{sd}\), and \(L_{sq}\) that determine the shape of the MTPA curve have been considered constant. Since \(L_{sd}\) and \(L_{sq}\) vary with current or due to saturation as shown in Figure 5.54, this can influence the shape of the MTPA curve in real applications. Figures 5.59 and 5.60 show the influence of the variation of \(L_{sq}\) and \(L_{sd}\) on the MTPA curve, respectively.
From Figure 5.59, it can be inferred that if $L_q$ is decreasing, the slope of the MTPA curve is increasing. This means that to get the same torque, $i_q$ has to be increased and $i_d$ has to be decreased. When $L_q$ is increasing, the slope of the MTPA curve is decreasing; therefore, to get the same torque, $i_q$ should be reduced and $i_d$ should be increased. Variation of the MTPA curve is larger with decreasing $L_q$. From Figure 5.60, it can be observed that if $L_d$ is increased, the slope of the MTPA curve increases. Hence, to get the same torque, $i_q$ has to be increased and $i_d$ has to be decreased.

\[ i_d = \frac{\psi_m}{L_d-L_d} \]

**FIGURE 5.55**  Constant torque loci appearing as hyperbolas in the d–q plane.

**FIGURE 5.56**  Torque-speed characteristics for a PMSM traction motor.
FIGURE 5.57  Minimum stator current for a required torque level.

FIGURE 5.58  MTPA curve in the $d$–$q$ plane.

FIGURE 5.59  Sensitivity of MTPA curve for variations in $L_q$. 
be reduced. On the other hand, if $L_d$ is reduced, the slope of the MTPA curve also reduces. In this case, to get the same torque, $i_q$ is reduced and $i_d$ is increased. MTPA curve is more sensitive to an increase in $L_d$.

5.6.1.6 Operational Characteristics of PM Machines

In $d$–$q$ coordinates, the voltage equation of the IPM machine can be expressed as

$$v_{sd} = R_s i_{sd} + L_d \frac{di_{sd}}{dt} - \omega L_q i_{sq}$$

$$v_{sq} = R_s i_{sq} + L_q \frac{di_{sq}}{dt} + \omega (L_d i_{sd} + \psi_m)$$

(5.55)

Under steady state, Equation 5.55 simplifies into

$$v_{sd} = R_s i_{sd} - \omega L_q i_{sq}$$

$$v_{sq} = R_s i_{sq} + \omega (L_d i_{sd} + \psi_m)$$

(5.56)

It can be observed from Equation 5.56 that to increase the speed, a higher voltage is required. The maximum output torque and power developed by PMSM is determined by the maximum current and voltage that the inverter can supply to the motor. The maximum stator voltage is dependent on the DC bus voltage and also on the PWM scheme applied, and it can be expressed as

$$v_{sd}^2 + v_{sq}^2 \leq V_{s\max}^2$$

(5.57)

Combining Equations 5.56 and 5.57 and neglecting the voltage drop on the stator resistance:

$$(-\omega L_q i_{sq})^2 + (\omega L_d i_{sd} + \omega \psi_m)^2 \leq V_{s\max}^2$$

$$\Rightarrow \left( \frac{i_{sq}}{L_d/L_q} \right)^2 + \left( \frac{i_{sd} + \psi_m}{L_d} \right)^2 \leq \left( \frac{V_{s\max}}{\omega L_d} \right)^2$$

(5.58)

$$\Rightarrow \left( \frac{i_{sq}}{a} \right)^2 + \left( \frac{i_{sd} + \psi_m}{b} \right)^2 \leq 1$$

FIGURE 5.60  Sensitivity of MTPA curve for variations in $L_d$.  

---

<table>
<thead>
<tr>
<th>$L_d$ Variation</th>
<th>$L_q$ Variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+25% L_d$</td>
<td>$-25% L_d$</td>
</tr>
<tr>
<td>$+50% L_d$</td>
<td>$-50% L_d$</td>
</tr>
</tbody>
</table>

Source: www.electronicbo.com
where

\[ a = \frac{V_{s_{\text{max}}}}{\omega L_q}, \quad b = \frac{V_{s_{\text{max}}}}{\omega L_d} \]  

(5.59)

For the given \( V_{s_{\text{max}}} \) and \( \omega \), Equation 5.58 represents an ellipse as shown in Figure 5.61a. The center of the ellipse is located at \((-\frac{\psi_m}{L_d}, 0)\), which is the characteristic current of the machine. The eccentricity of the ellipse can be represented as

\[ e = \frac{\sqrt{b^2 - a^2}}{b} \]  

(5.60)

As shown in Figure 5.61b, the ellipse shrinks inversely with the rotor speed. The shape of the ellipse depends on the saliency ratio. In addition, the d-and q-axis currents must satisfy:

\[ i_{d_{\text{max}}}^2 + i_{q_{\text{max}}}^2 \leq I_{s_{\text{max}}}^2 \]  

(5.61)

Equation 5.61 represents a current circle centered at the origin with a radius of \( I_{s_{\text{max}}} \) as shown in Figure 5.62a. Unlike the voltage-limiting ellipses, current-limiting circles remain constant for any speed. Since both Equations 5.57 and 5.61 should be satisfied during the operation, for a given rotor
speed, the current vector can be located anywhere inside or on the boundary of the overlap area between the voltage-limiting ellipse and current-limiting circle as shown in Figure 5.62b. The overlap area becomes smaller when the rotor speed keeps increasing indicating progressively smaller changes for current vector in the flux-weakening region.

Below base speed, where the phase voltage is less than $V_{s\text{max}}$ for the rated current, the operation of the IPM machine is based on the control of $q$-axis current as shown in Figure 5.63a. In the flux-weakening region, negative $d$-axis current is applied as shown in Figure 5.63b. This creates a negative voltage vector on the $d$-axis, which opposes the one induced by the PM flux linkage, so that the motor can speed up. In this case, the stator current vector has both $d$- and $q$-axis components, and the magnitude of the $q$-axis current vector reduces resulting in lower torque.

The maximum torque and output power developed by PM machines is ultimately dependent on the allowable inverter current rating and maximum output voltage that the inverter can supply to the machine. In a PM operating at a given speed and torque, optimal efficiency can be obtained by applying optimal voltage that minimizes the power loss. At low speeds, this optimum efficiency will coincide with the condition of MTPA control. As described previously, such operation leads to minimal copper losses in the stator windings and also minimum power loss in the semiconductor switches of the inverter.

The relationship between the reference $i_{sd}$ and $i_{sq}$ current components for MTPA control can be derived as

$$i_{sq} = I_s \cos(\beta)$$
$$i_{sd} = -I_s \sin(\beta)$$

(5.62)

where $\beta$ is the current phase angle as shown in Figure 5.63b. Combining Equation 5.62 and the torque equation in Equation 5.53 results in:

$$T_e = \frac{3}{2} p(\psi_m I_s \cos(\beta) + (L_d - L_q)(-I_s^2)\cos(\beta)\sin(\beta))$$
$$= \frac{3}{2} p\psi_m I_s \cos(\beta) + \frac{3}{4} p(L_q - L_d)I_s^2 \sin(2\beta)$$

(5.63)

Equation 5.63 shows that the excitation and reluctance torque components vary with the current phase angle as shown in Figure 5.64. For $\beta = 0$ (only $q$-axis current component), the electromagnetic

![FIGURE 5.63](image-url)  

**FIGURE 5.63** Vector diagrams for IPM machine for (a) speed lower than base speed and (b) speed higher than base speed.
torque will be maximum; however, the reluctance torque component will be maximum for $\beta = 45^\circ$. Therefore, the maximum total torque will be achieved within the range $0 < \beta < 45^\circ$.

For IPM motors, $L_q - L_d$ can be large; so, the reluctance torque is not negligible. To operate the IPM motor at high torque and high efficiency, $i_d$ should be determined from Equation 5.62 with $\beta$ corresponding to the maximum torque for a given $I_s$. In addition, fast transient response at high torque operation can be obtained when $\beta$ is controlled.

5.6.2 Induction Machines

Owing to its simple and robust structure, induction machine has been the workhorse in the industrial electric drive applications for a long time. There are mainly two types of induction machines: In wound-rotor induction machines, the rotor circuit is made up of three-phase windings similar to that of the stator. The rotor windings are then short circuited by using slip rings.

Squirrel-cage induction machines are more commonly used in low-and medium-power applications, including electrified power trains. The rotor bars are inserted by die casting, where melted aluminum is molded in the rotor slots. The bars are then short circuited by using end rings. Figure 5.65 shows the cross-section of a squirrel-cage induction machine.

As its name implies, induction machines generate torque based on the force created by rotor currents, which are induced by the rotating airgap field generated by the stator currents. Stator windings of an induction machine are usually made up of three-phase distributed windings. Details of distributed windings have been discussed in detail in Section 5.4 and a sample three-phase distributed winding configuration has been shown in Figure 5.14. When the stator windings are excited with three-phase currents, a rotating ampere–conductor distribution is maintained, which rotates in synchronous speed as shown in Equation 5.39. The stator ampere–conductor distribution creates a rotating magnetic field in the airgap. As defined by Faraday’s law given by Equations 5.15 and 5.16, the time-changing magnetic field induces voltages on rotor conductors. According to Lorentz’s force law quantified by Equation 5.13, when the rotor conductors are short circuited, the induced currents generate a force on the rotor and this is the source of the motion in induction machines.

An EMF and, hence, voltage will be induced on the rotor conductors when the time-changing magnetic flux flows through the closed surface of the conductor (see Figure 5.3). If the rotor rotates in synchronous speed, the rotating airgap magnetic field will not be able to flow through the conductor surface and no voltage, current, force, and, hence torque would be induced. Therefore, in an induction machine, the rotational speed of the rotor is slightly lower than synchronous speed. The

![Excitation and reluctance torque components as a function of current phase angle.](image-url)
relative speed between the rotor ($\omega_r$) and the rotating airgap magnetic field ($\omega_s$) is called slip and is defined as

$$s = \frac{\omega_s - \omega_r}{\omega_s}$$ \hspace{1cm} (5.64)

The frequency of the EMFs and currents induced in the rotor is a function of stator frequency and is dependent on the slip:

$$f_r = sf_s$$ \hspace{1cm} (5.65)

It can be observed from Equations 5.64 and 5.65 that when the rotor speed reaches synchronous speed, the slip is zero and the rotor frequency is also zero. When the rotor is at standstill, $s = 1$ the rotor frequency will have its highest value. In motoring mode, slip changes between zero and one. The lower the slip, the higher is the rotor frequency and also the induced currents. This results in higher rotor losses and limits the performance of induction machines. Therefore, in practice, induction machines are designed to operate at small slip, generally $<5\%$ at full load.

In the induction motor, the stator magnetic field rotates with synchronous speed. The rotor rotates asynchronously and slower than the stator magnetic field. However, since torque is generated by the interaction of stator and rotor magnetic fields, rotor magnetic field in the airgap rotates synchronously with the stator magnetic field, but it rotates faster relative to the rotor speed. The difference between the speed of the rotor and the rotor magnetic field is dependent on slip.

The operation of induction machines is similar to that of transformers except that the frequency of the induced EMFs on the rotor is different from the stator as defined in Equation 5.65. In addition, unlike a transformer, there is an airgap in the magnetic circuit that increases the level of magnetizing current. As shown in the equivalent circuit in Figure 5.66, the induced voltage in the stator, $E_1$ is coupled with the rotor circuit with the turns ratio, $u$. Here, $V_1$, $I_1$, $r_1$, and $X_1$ represent the stator
voltage, current, winding resistance, and stator leakage reactance, respectively. When the rotor is stationary, the induction machine behaves like a transformer with an airgap. As the rotor accelerates, the rotor speed gets closer to the synchronous speed; therefore, the frequency of the rotor magnetic field reduces, leading to lower induced voltage. Considering that the slip varies between one (standstill or locked rotor operation) and zero (rotor rotates at synchronous speed), the voltage induced in the rotor is also proportional to the slip:

\[ E_2 = sE_{20} \]  

(5.66)

where \( E_{20} \) is the induced rotor voltage at the locked rotor case when \( s = 1 \) and \( f_r = f_s \). Since the rotor leakage inductance, \( X_2 \) is also frequency dependent; it can be represented as calculated in Equation 5.67.

\[ X_2 = 2\pi f_2 L_2 = 2\pi s f_1 L_2 = sX_{20} \]  

(5.67)

The rotor resistance does not depend on the rotor frequency provided that the skin and proximity effects are neglected. The rotor current can be calculated using the total impedance on the rotor side:

\[
i_2 = \frac{sE_{20}}{r_2 + jsX_{20}} = \frac{E_{20}}{\frac{r_2}{s} + jX_{20}}
\]

\[
\Rightarrow Z_2 = \frac{r_2}{s} + jX_{20}
\]

(5.68)

The term related to the rotor resistance in Equation 5.68 can be divided into two components:

\[
\frac{r_2}{s} = r_2 + r_2 \left( \frac{1 - s}{s} \right)
\]

(5.69)

The first term represents the rotor copper losses. The second term represents the electromechanical power conversion. To simplify the calculation of motor parameters, rotor side voltage, current, resistance, and leakage reactance can be referred to the stator side by using the turns ratio:

\[
E'_2 = u^2 E_{20} \quad i'_2 = \frac{i_2}{u}
\]

\[
r'_2 = u^2 r_2 \quad X'_2 = u^2 X_2
\]

(5.70)
Therefore, considering the expressions in Equations 5.69 and 5.70, the equivalent circuit of an induction machine can be updated as shown in Figure 5.67.

In the equivalent circuit, \( X_m \) represents the magnetizing reactance and \( i_m \) represents the magnetizing current. Owing to the airgap, the magnetizing reactance of an induction machine is significantly higher than that of a transformer. It can also be observed that even though the rotor current is zero, \( i_0 \) in Figure 5.67 still flows in the machine and maintains magnetization. The parameter \( r_c \) represents the iron losses and it is a function of frequency and magnetic flux density. As it was mentioned earlier, induction machines are designed to operate at small slip, usually <5%. Since the rotor frequency will be much less than the stator frequency due to the small slip ratio, rotor iron losses are usually much lower as compared to the stator.

From Figure 5.67, the total airgap power can be represented as

\[
P_a = ml_2^2 \frac{R_s^2}{s}
\]

where \( m \) is the number of phases. Airgap power includes the power used in the electromagnetic energy conversion and the rotor copper losses:

\[
P_{\text{conv}} = ml_2^2 R_2 \left( \frac{1-s}{s} \right)
\]

\[
P_{\text{cu}, r} = ml_2^2 R'_2
\]

It can be observed from Equation 5.72 that rotor copper losses in an induction machine increase as the slip increases. This is another factor that signifies why induction machines are designed to operate at low slip. With smaller slip, the portion of the airgap power that is used in electromechanical energy conversion increases, whereas the rotor copper losses decrease.

Using Equation 5.72, the induced torque can be calculated as

\[
\tau_{\text{ind}} = \frac{mp}{\omega} \frac{R'_2}{s} \frac{V_1^2}{\left( R_1 + \frac{R'_2}{s} \right)^2 + \left( X_1 + X_2' \right)}
\]

Figure 5.68 shows the typical torque-speed characteristics of an induction machine. When the slip is very small, the rotor runs close to the synchronous speed. This corresponds to no-load conditions, where the rotor frequency, rotor-induced voltage, and, hence, the rotor current are very low. Up to full load torque, there is almost a linear relationship between the load, slip, and, hence, the

![FIGURE 5.67 Single-phase equivalent circuit of an induction machine referred to the stator side.](image-url)
rotor speed. Rotor current increases linearly with speed, whereas rotor speed also reduces linearly. The induction machine operates in this region in steady state. Since the slip and, hence, the rotor frequency is low, the rotor reactance is negligible as compared to rotor resistance. This results in a high-power factor operation.

As the load increases, the slip keeps increasing. At higher slips, up to the pullout torque, the rotor frequency increases and the rotor reactance becomes closer to the rotor resistance. This results in lower power factor. If the load torque keeps increasing and the slip goes beyond its maximum value ($s_{\text{max}}$), induced torque starts reducing. This is because the power factor decreases with a higher rate than the increase in rotor current due to the high rotor reactance as a result of higher rotor frequency. Therefore, if the load is increased beyond the pullout torque, the rotor starts to decelerate rapidly and stall.

When the rotor rotates over synchronous frequency, the slip becomes negative as defined in Equation 5.64. In this case, the induced torque also becomes negative and the induction machine operates as a generator as shown in Figure 5.69. However, since the machine itself cannot run over synchronous speed, it has to be accelerated by a prime mover and, this way, it draws power from it.

When working as a generator, induction machine provides active power to the electrical source. However, due to a single source of excitation and, hence, lack of a field excitation on the rotor (this was the case in synchronous machines), it still needs to draw the reactive magnetizing current ($i_m$) in Figure 5.67 from the source.

### 5.6.2.1 Speed Control in Induction Machines

Speed control in induction machines can be achieved either via controlling the stator frequency by varying the synchronous speed or via changing the rotor torque by varying the rotor resistance or the stator voltage. Changing the rotor resistance is possible in wound-rotor induction machines. When additional resistance is added to the rotor circuit, torque-speed profile of the induction machine changes, but this causes extra losses and is not practical in electrified drivetrain applications considering the efficiency constraints. As shown in Equation 5.73, changing the stator voltage also adjusts the torque. However, due to the single source of excitation, the magnetization current in induction machine is dependent on the stator voltage. This can be observed from the equivalent circuit diagram in Figure 5.67. When the stator voltage is reduced, the magnetization current and, hence, the flux reduces. This results in lower-rated and pullout torque.
When the stator frequency of an induction motor is changed, synchronous speed varies accordingly as shown in Equation 5.39. As per Equation 5.65, this results in a varying rotor frequency and, hence, the operational speed of the induction machine can be adjusted. The synchronous speed can also be changed by changing the number of poles. However, this requires changing the winding configuration and it is not practical in electrified drivetrain applications due to mechanical constraints and the limitations in terms of the number of poles to be applied.

By using power electronic inverters, stator frequency of an induction motor can be changed and as shown in Figure 5.70, this translates the torque/speed curve along the speed axis. At speeds lower than the base speed, if only the frequency is reduced, this increases the flux, causes the motor to operate in the nonlinear region and, hence, leads to an increase in the magnetization current. To keep the flux constant, the stator voltage should be linearly decreased with the stator frequency. If voltage-to-frequency (V/f) ratio of an induction machine is kept constant, the breakdown torque remains constant and the torque-speed curve is shifted along the speed axis.

**FIGURE 5.69** Typical torque-speed characteristics of an induction machine considering the over-synchronous-speed operation in the generating mode.

**FIGURE 5.70** Typical torque-speed characteristics of an induction motor for variable-frequency operation.
It can be observed from Figure 5.70 that at lower speeds, the torque-speed curve deviates from its original shape. This is mainly because at low frequencies, the leakage reactance reduces and the rotor resistance dominates. This causes the magnetizing current to drop, leading to a decrease in flux and hence torque. At speeds higher than the base speed, the stator voltage should be kept constant due to the design constraints of the machine. In this case, when the stator frequency is increased, the flux reduces, leading to a reduction in torque. This is similar to the flux-weakening operation in the constant power region of the torque-speed curve given in Figure 5.56.

### 5.6.3 Switched Reluctance Machines

SRM has double saliency in terms of its stator and rotor construction. The mmf is created by energizing the coils concentrated around the salient stator poles. Torque is generated when the flux flowing through the salient rotor poles pulls them toward the stator poles to reduce the reluctance of the magnetic path. SRM configurations are defined by the number of stator and rotor poles. Figure 5.71 shows the cross-section of three-phase 6/4 and four-phase 8/6 SRMs in aligned and unaligned positions, respectively.

SRM has a simple and low cost construction: It has a laminated stator core with concentrated windings around the salient poles. The laminated rotor core has no windings and PMs. This enables high-speed and high-temperature operation on the rotor. As discussed in Section 5.4, salient pole structure enables the phase windings to be isolated from each other. Therefore, the mutual inductance is very low and this makes SRM an inherently fault-tolerant machine. SRM can operate in four quadrants and has the higher constant power speed range as compared to other machines. On the other hand, salient pole structure results in less utilization of the airgap circumference. The magnetic flux density usually concentrates around the salient poles. Owing to a single source of excitation, a small airgap is required to increase the power density. These challenges result in higher radial forces and cause noise and vibration in SRM.

SRMs operate based on the principle that the magnetic flux tends to flow through the magnetic path with the lowest reluctance. When the concentrated coils around the salient stator poles are energized, the magnetic flux closes its path over the salient rotor poles. This generates torque on the rotor pole and pulls it toward the stator pole for alignment. The reluctance at the aligned position is minimum since the magnetic flux travels mostly through the stator and rotor laminations. When the rotor pole moves from an unaligned to an aligned position, the airgap length and reluctance

---

**FIGURE 5.71** Cross-section view of SRM: (a) three-phase 6/4 SRM at an aligned position and (b) four-phase 8/6 SRM at an unaligned position.
decreases and, hence, the inductance of the magnetic circuit increases as shown in Figure 5.72. When the rotor pole moves away from the stator pole (from aligned to unaligned position), since the airgap length increases, inductance decreases.

In SRM, aligned position is a stable equilibrium point, where the reluctance is minimum. If a force is applied to move the rotor pole away from the aligned position, the stator flux tends to reduce the reluctance in the magnetic circuit by pulling the rotor pole back and keeping it at the aligned position. Therefore, in the motoring mode of operation, the torque is generated by applying current to the phases sequentially, when the rotor pole moves from unaligned to aligned position for each phase. This corresponds to the increasing inductance profile in Figure 5.72. If a phase is still energized after the alignment, then negative torque will be generated to stop the motion and keep the rotor pole in alignment.

SRM operates in the generating mode, when the inductance profile has the negative slope. This corresponds to the case in Figure 5.72, when the rotor pole moves from an aligned position toward the unaligned position. If the rotor pole is at the aligned position when the phase is energized, an attempt from a prime mover to move the rotor pole away from the alignment will result in an opposing electromagnetic torque (stator pole tends to keep the rotor pole in alignment) and the stored magnetic energy increases. When the rotor pole reaches an unaligned position, all the mechanical energy is converted into magnetic energy and supplied back to the source.

Since the phase coils are isolated from each other, it can be assumed that the flux generated by one phase coil does not link with other phase coils. Therefore, the mutual inductance can be ignored and the phase-equivalent circuit can be represented as shown in Figure 5.73.

The voltage equation for a single phase can be represented as

$$v_s = R_s i_s + \frac{d\psi}{dt} = R_s i_s + \frac{d\psi}{d\theta} \frac{d\theta}{dt} = R_s i_s + \frac{d\psi}{d\theta} \omega_m \tag{5.74}$$

where $v_s$ is the terminal voltage, $i_s$ is the phase current, $\psi$ is the flux linkage, $R_s$ is the phase resistance, $\theta$ is the rotor position, and $\omega_m$ is the angular speed. When operating in the linear region of
the magnetization curve, inductance changes with the rotor position, but it does not change with current:

$$v_s = R_i i_s + \frac{d\psi}{d\theta} \omega_m = R_i i_s + \frac{d(L(\theta) i_s)}{d\theta} \omega_m = R_i i_s + L(\theta) \frac{di_s}{dt} + \omega_m i_s \frac{dL(\theta)}{d\theta}$$  \hspace{1cm} (5.75)

where $L(\theta)$ is the phase inductance, which varies with rotor position. The expression in Equation 5.75 represents the equivalent circuit in Figure 5.73 and the right-most term is the back EMF. The instantaneous input power can be calculated as

$$v_s i_s = R_i i_s^2 + L(\theta) i_s \frac{di_s}{dt} + \omega_m i_s^2 \frac{dL(\theta)}{d\theta}$$  \hspace{1cm} (5.76)

If the inductance did not change with rotor position, the term in the middle would represent the rate of change of field energy, as it is the case in a brushed-DC machine:

$$\frac{d}{dt} \left( \frac{1}{2} L_i i_s^2 \right) = L_i \frac{di_s}{dt}$$  \hspace{1cm} (5.77)

However, in SRM, the rate of change of field energy ends up in a different form due to the salient pole construction and single source of excitation:

$$\frac{d}{dt} \left( \frac{1}{2} L(\theta) i_s^2 \right) = L(\theta) i_s \frac{di_s}{dt} + \frac{1}{2} i_s^2 \frac{dL(\theta)}{d\theta} = L(\theta) i_s \frac{di_s}{dt} + \frac{1}{2} i_s^2 \frac{dL(\theta)}{d\theta}$$

$$\omega_m$$  \hspace{1cm} (5.78)

The second term in Equation 5.78 shows that the applied mmf in SRM is responsible for both building up of the magnetic field and the torque production. Combining Equations 5.76 and 5.78 results in:

$$v_s i_s = R_i i_s^2 + \frac{d}{dt} \left( \frac{1}{2} L(\theta) i_s^2 \right) + \omega_m i_s \frac{dL(\theta)}{d\theta}$$  \hspace{1cm} (5.79)

The last term represents the airgap power and the instantaneous electromagnetic torque can be calculated as

$$\tau_e = \frac{1}{2} \omega_m i_s \frac{dL(\theta)}{d\theta} = \frac{1}{2} i_s^2 \frac{dL(\theta)}{d\theta}$$  \hspace{1cm} (5.80)

The torque expression in Equation 5.80 is derived considering the linear operation of SRM and has some limitations. In the linear-operating range, the phase inductance is not affected by current; therefore, the flux linkage curves can be represented as a linear function of current as shown in Figure 5.74, where the slope of the lines are the aligned, $L_a$, and unaligned inductances, $L_u$, respectively.

When the rotor is at the unaligned position, if the phase current increases from zero to $i_s$, the flux linkage increases linearly and follows the line OA. In this case, the energy supplied to the magnetic circuit will be
When the rotor poles move from an unaligned to an aligned position, the flux linkage changes from $\psi_a$ to $\psi_b$. The electromagnetic energy represented by the shaded area OAB is expressed as the co-energy. It is converted into mechanical energy and validates the torque expression given in Equation 5.80:

$$W_c = \text{area}(OAB) = \frac{1}{2} i_a \psi_b - \frac{1}{2} i_u \psi_a = \frac{1}{2} i_a (\psi_b - \psi_a) = \frac{1}{2} i_a^2 (L_u - L_a)$$

$$= \frac{1}{2} i_a^2 (L_u - L_a) = \frac{1}{2} i_a^2 \Delta L = \tau_c \Delta \theta \Rightarrow \tau_c = \frac{1}{2} i_a^2 \frac{\Delta L}{\Delta \theta}$$ \hspace{1cm} (5.82)

When the rotor poles move by $\Delta \theta$, the current changes from zero to $i_a$ and the flux linkage changes from $\psi_a$ to $\psi_b$. Therefore, the energy absorbed in the circuit is represented by the area ABCD. This represents the energy stored by the back EMF given in Equation 5.75:

$$\text{area}(ABCD) = i_a (\psi_b - \psi_a) = i_a^2 \Delta L = ei_u \Delta t$$

$$\Rightarrow e = i_u \frac{\Delta L}{\Delta t} = i_u \frac{\Delta L}{\Delta \theta} \frac{\Delta \theta}{\Delta t} = i_u \frac{\Delta L}{\Delta \theta} \omega_m$$ \hspace{1cm} (5.83)

The total energy supplied to the magnetic circuit is the sum of stored and co-energy:

$$W_r = W_f + W_c = \text{area}(OAD) + \text{area}(ABCD) = \frac{1}{2} L_u i_a^2 + i_a^2 \Delta L$$ \hspace{1cm} (5.84)

Since the co-energy given in Equation 5.82 is the one converted into electromagnetic torque, the energy conversion ratio can be calculated as
If the saliency ratio is defined as

$$\lambda = \frac{L_a}{L_u}$$  
(5.86)

The energy conversion ratio can be derived as

$$K = \frac{\frac{1}{2}(L_a - L_u)}{L_a - \frac{1}{2} L_u} = \frac{\frac{1}{2} (\lambda L_a - L_u)}{\lambda L_u - \frac{1}{2} L_u} = \frac{\lambda - 1}{2 \lambda - 1}$$  
(5.87)

Equation 5.87 has important conclusions about the operation of SRM in the linear region:

- Since $\lambda > 1$, less than half of the total magnetic energy is converted into mechanical work.
- The rest of the total energy is stored in the magnetic circuit and at the end of the stroke, it is supplied back to the source or dissipated inside the motor.
- Operation in the linear region causes poor use of the converter: the converter is sized for the total energy, but the motor delivers less than half of it.

In practice, SRMs are designed to operate in the nonlinear region, where the co-energy increases for the given total energy. As it can be observed from Figure 5.75, for the same displacement of the rotor pole, saturation limits the maximum flux linkage. Therefore, in the saturated region, the change of peak value of the back EMF with current is limited, whereas peak torque increases, due to higher ratio of the co-energy. This leads to a higher energy conversion ratio, higher power factor, and also better utilization of the power converter.

![Flux linkage versus current waveform for SRM operating in the nonlinear region.](image-url)
Stored and co-energy can be mathematically expressed as

\[ W_f = \int id\lambda \]
\[ W_c = \int \lambda di \]  \hspace{1cm} (5.88)

As shown in Figure 5.76, when SRM operates in the linear region, stored and co-energy waveforms are similar. When the excitation current increases, the motor operates in the nonlinear region. This makes \( W_c > W_f \) and, hence, the energy waveforms deviate significantly, especially when the rotor pole is closer to the aligned position. Figure 5.77 shows how to determine the electromagnetic torque from flux linkage–current characteristics. When the rotor pole moves by \( \Delta\theta \), the mechanical work that must be done is the area covered by the OAB and hence the co-energy. For constant current excitation, torque can be defined as

\[ T_e = \frac{\partial W_c}{\partial \theta} \bigg|_{\text{const}} \]  \hspace{1cm} (5.89)

FIGURE 5.76 Stored and co-energy waveforms for one stroke with constant current excitation.

FIGURE 5.77 Derivation of instantaneous torque for constant current excitation.
As shown in Figure 5.76, the magnetization curve is a straight line when the motor operates in the linear region. In this case, since the stored and co-energy values are the same, the torque in Equation 5.89 can be calculated as in Equation 5.82.

One of the major challenges in SRM is the acoustic noise and vibration. In electric machines, the electromagnetic forces are produced with the interaction of normal and tangential components in the airgap. Unlike PM or induction machines, the magnetic flux density waveform in a radial flux SRM is not sinusoidally distributed around the airgap, but it is concentrated around the salient poles, usually with a higher peak value. This results in strong radial forces and they create opposing forces on the stator, leading to acoustic noise and vibration.

5.7 SPECIFICATIONS FOR TRACTION MOTORS

5.7.1 ROLE OF HIGH-VOLTAGE BATTERY AND INVERTER CONTROL METHOD

A typical traction motor drive system is composed of a high-voltage battery, three-phase inverter, three-phase motor, cooling pump, heat exchanger, and motor controller as shown in Figure 5.78. The high-voltage DC battery is highly dependent on temperature; hence, in motor design, the best-and worst-case battery voltage is to be taken into account. High-voltage DC power from the battery is converted into AC power by three-phase inverter. There are many ways to perform this conversion as shown in Figure 5.79. The choice of the inverter control method has a big impact on the motor output torque and efficiency. The choice of the inverter control strategy shows that the same DC bus voltage can produce 27% difference in output torque/power.

5.7.2 CHOICE OF MAGNET, EFFECT OF TEMPERATURE, AND DEMAGNETIZATION

Most traction motors are PM machines that have NdFeB PMs in the rotor. These magnets are very sensitive to temperature as discussed in Section 5.5. For example, for a change in magnet temperature from 20°C to 160°C, there can be a 46% drop in the output torque.
The other point that is directly linked to the rotor temperature and maximum stator current is demagnetization. In the design specification, if the motor is overdesigned for demagnetization condition, then it implies that the magnet used is having high coercivity/thickness and hence a large increase in the motor cost. On the other hand, if the motor is under designed for demagnetization conditions, then during worst-case operating conditions, there is a possibility of magnets getting completely demagnetized, resulting in permanent loss of motor performance.

The stator temperature has a direct impact on the winding resistance and losses. The general equation that relates the resistance change in conductors as a function of temperature is given in Equation 5.32. PM machines usually have an operating temperature of 100°C and the associated resistance change can be a very significant factor for copper loss and efficiency.

5.7.3 Cogging Torque and Torque Ripple

Cogging torque and torque ripple are important performance indices of noise and vibration as well as smoothness in rotation of the rotor. Torque ripple specified in one application might give better or worse results for another one. This is due to the fact that there is dynamic reduction or amplification in the torque ripple in the driveline and to a large extent depends on the location of the motor in the transmission. Torque ripple data measured at frequencies below resonance are realistic values. Torque ripple data measured at resonant frequencies are often amplified to a very large level. Torque ripple measured at frequencies above resonance is damped out. The same calibration (amplification/reduction) should be applied when writing torque ripple specification. Specification calling for very low torque ripple will require stator or rotor skewing or some other design considerations for torque ripple reduction, which leads to a reduction in performance and efficiency, and increased system cost. On the other hand, having a higher value of torque ripple in the specification can result in noise and vibration issues.

5.7.4 Mechanical versus Electrical Performance

Structural and electrical performance for a traction motor is inversely related. Hence, it is very important not to over-or underdesign for mechanical performance. Having minimum bridge thickness ensures as shown in Figure 5.34 that leakage flux is reduced, requires less magnet to get the same performance, but can result in a structurally weak rotor (see Figure 5.80). This can lead to failure. On the other hand, if bridge thickness is increased for more structural stability, leakage flux can increase, which leads to the use of more magnets to get the same motor performance. This increases the motor cost.
Material and transmission tolerances play a vital role in deciding the air gap thickness. Nominal values for air gap for traction motors are between 0.5 and 1 mm. If the tolerances are overspecified, then this can result in designing a motor with larger air gap, which results in increased current/magnet ratio to get the required motor performance. This increases the motor cost. On the other hand, if proper tolerances are not taken into account, then it can result in a motor design with a very small air gap. This can result in motor failure.

Finally, a motor design engineer might be able to design a motor with the lowest motor cost. In this case, the system cost need not be low. On the other hand, if a higher-efficiency motor can be designed with an increased cost to the motor, then this can help with lower battery and cooling cost, which can help to reduce the cost of the system. It is therefore very clear that a system-level approach is needed to write proper motor specifications.

In traction applications, the electric motor is usually located in a transmission, which puts a constraint on the maximum motor length and diameter. The motor dimensions along with the maximum RMS current from the inverter, battery voltage, temperature, and cooling conditions, decide the peak and continuous torque, and power requirements of the motor. Usually, the continuous rating is around 50%–60% of the peak rating although this largely depends on how well the motor is cooled.

The motor has to be efficient in the most frequently used operating range of the vehicle. To meet the miles-per-gallon (mpg) requirements, the peak efficiency target in current generation traction motors is around 96%. Higher battery voltage is usually required if this peak efficiency is desired in high-speed region.

In a motor drive system, maximum DC voltage is defined by the battery, whereas peak RMS current requirement is based on inverter rating. Peak back EMF is specified based on the voltage that the inverter switches can handle, which is also necessary to prevent uncontrolled generation mode fault.
5.8 FAULT CONDITIONS IN IPM MACHINES

In a typical traction motor drive system, fault circuitry is included to detect faults and a speed sensor to detect the motor speed. The most common types of motor fault in a hybrid transmission include the open-circuit and short-circuit faults. The motor controller either applies a three-phase short or open circuit to the three-phase inverter when the corresponding fault is detected. Short-circuit fault is applied when the motor speed is less than the transition speed and the fault is detected. Open-circuit fault is applied when the speed of the PM motor is greater than the transition speed and when a fault is detected.

5.8.1 UNCONTROLLED GENERATION MODE

A typical IPM machine drive configuration utilizes six switches with antiparallel diodes. The three-phase inverter is used to control the IPM machine to deliver the required torque. For any IPM machine, as the motor speed increases, the machine back EMF increases. A plot of the open-circuit back EMF as a function of speed is shown in Figure 5.81.

The amplitude of the line-to-line back EMF generated in the motor can easily exceed the battery voltage under high-speed operation. As long as the inverter switches are operating in a controlled manner, high-speed operation poses no problem and the machine back EMF is limited to the DC link voltage. If a fault occurs in this high-speed operation, the inverter will be shut down. This means that the gate signals are completely removed from these controlled switches. This can cause a situation where the machine-generated back EMF can be much higher than the DC link voltage. Owing to the presence of antiparallel diodes, the motor phases can conduct current through the diodes and the dc link. This is called uncontrolled generator mode (UCG) fault condition and is represented in Figure 5.82.

5.8.2 SHORT-CIRCUIT FAULT

Among the various faults that can occur in a motor, the most dangerous is considered as the three-phase short-circuit fault. In this case, because of the PM flux linkage, the IPM motor works as a brake, limiting the steering movement.

In the synchronous d–q reference frame, the voltages are given by Equation 5.55, where the d-and q-axis flux linkages are defined as

\[
\begin{align*}
\psi_d &= \psi_m + L_d i_d \\
\psi_q &= L_q i_q
\end{align*}
\]  

(5.90)

FIGURE 5.81 IPM machine open-circuit back EMF versus speed.
In the case of a three-phase short circuit,

\[ v_{sd} = v_{sq} = 0 \]  

(5.91)

In steady-state short-circuit condition, the currents move from the initial value \((I_{d0}, I_{q0})\) toward the steady-state short-circuit value, which is computed from Equations 5.55 and 5.91. Considering the time derivatives equal to zero, Equation 5.55 becomes

\[
\begin{align*}
0 &= R_s I_{d,sc} - \omega \psi_q \\
0 &= R_s I_{q,sc} - \omega \psi_d
\end{align*}
\]  

(5.92)

Substituting Equation 5.90 in Equation 5.92, we get

\[
\begin{align*}
0 &= R_s I_{d,sc} - \omega L_q I_{q,sc} \Rightarrow I_{d,sc} = \frac{\omega L_q I_{q,sc}}{R_s} \\
0 &= R_s I_{q,sc} - \omega (\psi_m + L_d I_{d,sc}) \Rightarrow I_{q,sc} = \frac{\omega (\psi_m + L_d I_{d,sc})}{R_s}
\end{align*}
\]  

(5.93)
By substituting the equations together in Equation 5.93, d-and q-axis short-circuit currents can be derived:

\[
I_{q,sc} = \frac{\omega(\psi_m + L_d(\omega L_q I_{q,sc}/R_s))}{R_s} = \frac{\omega R_s \psi_m}{(R_s^2 - \omega^2 L_d L_q)}
\]

\[
I_{d,sc} = \frac{\omega L_q}{R_s} \left( \frac{\omega R_s \psi_m}{(R_s^2 - \omega^2 L_d L_q)} \right) = \frac{\omega^2 \psi_m L_q}{(R_s^2 - \omega^2 L_d L_q)}
\]

(5.94)

The stator short-circuit current can be calculated as

\[
I_{sc} = \sqrt{I_{d,sc}^2 + I_{q,sc}^2}
\]

(5.95)

Substituting Equation 5.94 in Equation 5.95, we get

\[
I_{sc} = \sqrt{\left( \frac{\omega^2 \psi_m L_q}{(R_s^2 - \omega^2 L_d L_q)} \right)^2 + \left( \frac{\omega R_s \psi_m}{(R_s^2 - \omega^2 L_d L_q)} \right)^2}
\]

\[
\Rightarrow I_{sc} = \sqrt{\left( \frac{\omega^2 \psi_m L_q + \omega R_s \psi_m}{(R_s^2 - \omega^2 L_d L_q)} \right)^2}
\]

(5.96)

When the value of \(\omega\) becomes very high, \(\omega^2 L_d L_q >> R_s^2\):

\[
I_{sc} = \sqrt{\left( \frac{(\omega^2 \psi_m L_q)^2 + (\omega R_s \psi_m)^2}{(-\omega^2 L_d L_q)^2} \right)}
\]

\[
\Rightarrow I_{sc} = \sqrt{\frac{(\omega^2 \psi_m L_q)^2}{(\omega L_d L_q)^2}}
\]

(5.97)

When \(\omega \rightarrow \infty\), we get

\[
\frac{(R_s \psi_m)^2}{(\omega L_d L_q)^2} = 0
\]

(5.98)

Therefore, the short-circuit current at very high speed can be calculated as

\[
I_{sc,\omega \rightarrow \infty} = \frac{\psi_m}{L_d}
\]

(5.99)

Figure 5.83 shows the motor torque response for short-circuit and UCG fault, and Figure 5.84 shows the motor current response for short-circuit and UCG fault current.

### 5.9 TESTING OF ELECTRIC MACHINES

Electric motors designed for traction applications are expected to run in harsh operating conditions with an extended lifetime. When assembled in the vehicle, traction motors interact with many
other mechanical components including transmission, shaft, and transaxles and, in case of hybrid electric vehicles, internal combustion engine. Validation of the motor characteristics and performance might be difficult during the complete vehicle testing. For this reason, dynamometer setups are used. Figure 5.85 shows a typical dynamometer setup, where the traction machine under test is mechanically coupled with the dyne machine. By controlling the traction machine inverter and the driver for the dyne machine, and also by measuring many different parameters such as current, voltage, and temperature; various characteristics of the traction machine can be tested, including torque, speed, power, temperature rise, and so on.

The purpose of the testing is to validate the performance that the customer will experience when driving the vehicle under various drive cycles and operating conditions. Electric traction motors are designed for these specifications and, therefore, the input voltage, ambient temperature, and cooling conditions for the motor should be adequately simulated in the test setup. The experimental testing of the traction machine provides validation on certain characteristics of the motor, which signify the

**FIGURE 5.83**  Motor torque response (short-circuit and UCG fault conditions).

**FIGURE 5.84**  Motor phase current response (short-circuit and UCG fault conditions).
operational limits for the specified thermal class. As an example, the maximum temperature inside the machine is limited to 130°C for B-class insulation, whereas for F- and H-class insulations, it is 155°C and 180°C arbitrarily.

When testing the continuous rating, the test results should validate the operation of the traction motor for indefinite time where the maximum temperature is below the limit of the insulation class as shown in Figure 5.86a. In an overload condition, the maximum temperature should be still lower than the maximum temperature of the insulation class, for a certain period of time as shown in Figure 5.86b. This time interval is defined as the overload time to deliver the peak torque. In addition, the dynamic testing also validates some other characteristics including maximum power, maximum speed, and power, and torque density.

During the testing process, the parameters of traction motors are also measured experimentally to validate the design. In PMSMs, static tests are applied to measure the d–q axis inductance, back EMF, and torque profiles [22]. For induction machines, equivalent circuit parameters are identified using open-and short-circuit test [23]. For SRMs, usually, the inductance profile is verified based on either the static characterization of flux linkage or torque [24].

FIGURE 5.86 Temperature rise during continuous and overload conditions. (a) Continuous operation and (b) overload condition.
5.10 OTHER MACHINE CONFIGURATIONS

Electric machines operate based on the principles of electromagnetics discussed in Section 5.2 and, based on these principles; various machine configurations can be designed to generate torque. PMSM, induction machine, and SRMs are the most commonly used configurations for traction applications and their operational principles have been discussed in detail in Section 5.6. Here, some other machine topologies will be discussed briefly, emphasizing their advantages and challenges.

5.10.1 SYNCHRONOUS RELUCTANCE MACHINE

Similar to the SRM, the torque production in synchronous reluctance machine (SyncRM) is based on the varying reluctance profile in the airgap. Synchronous reluctance motor has no magnets or windings on its rotor. As shown in Figure 5.87, the air barriers create the difference between q-and d-axis inductances.

Unlike SRM, SyncRM does not have salient poles. The mmf is created by the distributed windings on the stator. This is an advantage of SyncRM since a similar stator structure and inverter can be used as in induction and PM machines, where the machines are driven with a sinusoidal current excitation [25]. In ideal conditions, this creates a sinusoidal magnetic flux density distribution in the airgap. Owing to its salient poles, SRM is driven with a pulsed current waveform. Therefore, the flux density is concentrated around the poles; resulting in a higher torque density for SRM.

Similar to SRM, since SyncRM also has a single source of excitation, the performance of torque production is still dependent on the nonlinear magnetic properties of the core material, the geometry of the rotor, and, hence, the design of the machine [26]. To increase the efficiency, achieve a higher power factor, and maintain a wider constant power speed range, PMs can be inserted between rotor laminations of SyncRM to assist the torque production. These types of machines are named as PM-assisted SyncRMs and the amount of PMs used is usually smaller than that of IPM machines [27].

5.10.2 TRANSVERSE FLUX PM MACHINE

As compared to radial flux machines, transverse flux machines have shorter flux paths that result in higher magnetic flux density in the airgap and, hence, higher electromagnetic force [28]. As shown
in Figure 5.88, transverse flux machine is made of different stator cores that enable 3D flux pattern. Each phase winding consists of a solenoidal coil; thus, they are electrically isolated from each other [29].

Transverse flux machines are usually designed with high number of poles. Combined with the high flux density in the airgap, this enables high torque density at low speeds and makes it a possible option for direct drive applications, such as in-wheel drives [30]. On the other hand, transverse flux machine suffers from high leakage flux that reduces the power factor at high-specific torque. Low-power factor usually reduces the power density of the inverter due to the higher volt-ampere requirements. In addition, large number of poles causes a limitation in the high-speed operation of the motor, unless the switching frequency of the inverter can be increased significantly. This would come with an expense of lower inverter efficiency. If the switching frequency of the inverter cannot be increased, the torque ripples of transverse flux machine might be higher during high-speed operation [31].

Owing to its complicated 3D structure, transverse flux machines require 3D FEA approach for design and optimization, which might take significant amount of time. The high implementation cost is also a significant disadvantage in the common use of transverse flux machine in electrified drivetrain applications.

### 5.10.3 Axial Flux PM Machine

As stated by Lorentz’s force law given in Equation 5.13, electromagnetic force in electric machines is generated when the magnetic field and the conductor distribution are oriented in different axis. In radial flux machines, which are the most common type in traction applications so far, the magnetic field is oriented in radial direction and the current is in the axial direction. In axial flux machines, the magnetic field is in the axial direction and the conductors are in the radial direction. This can provide a better utilization of space, higher specific power, and improved efficiency.

Figure 5.89 shows the structure of an axial flux PM machine with two rotors and one stator. Axial flux machines provide short axial length and this enables their use in high-torque direct-drive applications, such as in-wheel motor drives [32]. Axial flux machines can be configured by multiple layers of stator–rotor combinations for higher torque output.

The assembly of axial flux motors is rather complicated due to the nature of axial forces. In addition, due to the axial flux orientation, the magnetic core of an axial flux machine cannot be manufactured similar to radial flux machines. Especially for the stator core, spirally wound armature core is used. This is a slow, difficult, and expensive process [33].
PROBLEMS

5.1 Fundamentals of Electromagnetics The magnetic circuit shown in Figure 5.90a is made up of a linear magnetic material with a relative permeability of 2500. The dimensional parameters for the core are as follows: \( g = 0.6 \text{ mm} \), \( w = 18 \text{ mm} \), \( d = 10 \text{ mm} \), and the
length of the flux path \( l \) = 110 mm. The coil has 10 turns. If a current of 20 A is applied to the coil, please calculate the magnetic flux density.

5.2 Losses in Electric Machines and Core Materials

With a sinusoidal magnetic field in the airgap, the magnetization of the core material follows the hysteresis curve as shown in Figure 5.91. The area inside the loop is called the hysteresis loss and it is dependent on the peak value of the magnetic flux density and the frequency.

As described in Section 5.3, due to the nonideal conditions in the machines, such as slot harmonics, space harmonics, and so on, a sinusoidal airgap flux density cannot be usually achieved. The harmonics might distort the airgap flux density waveform as shown in Figure 5.91. This effect is usually called as a minor loop. How do you think minor loops affect the hysteresis curve? What is the frequency and peak flux density of this minor loop?

As discussed in Section 5.3, eddy current losses are due to the induced voltages. If the airgap flux density waveform has harmonics, which will rotate faster than the fundamental, how do you think this affects the eddy current losses? How do you think the harmonics in an electric machine can be reduced?

As shown in Figure 5.11, using laminated steel core reduces the total resistance in the magnetic path of the eddy currents leading to lower core losses. Do you think an electric machine design with a smaller lamination thickness would be effective? Considering the manufacturing process of electric steels shown in Figure 5.35, what would be the challenges reducing the thickness of the laminations?

5.3 Windings

Figure 5.92 shows two different distributed windings with five phases and 80 slots: one with four poles and four slots per-phase-per-pole and the other with eight poles and two slots per-phase-per-pole. As discussed previously in Figure 5.15, with higher number of slots per-phase-per-pole, the ampere–conductor distribution in the airgap will be closer to a sinusoidal waveform. In Figure 5.92, it can be observed that

![FIGURE 5.91](https://www.electronicbo.com) Magnetic flux density and hysteresis loops for ideal and nonideal conditions.
FIGURE 5.92  80-Slot, five-phase, and four-pole winding configuration: (a) winding diagram; (b) winding diagram; (c) voltage phasor diagram, and 80-slot, five-phase, and eight-pole winding configuration; (d) voltage phasor diagram.
with higher number of phases, there are more number of slots with the same current direction under one pole. Therefore, higher number of phases also helps having a more sinusoidal ampere–conductor distribution.

When the winding configurations in Figures 5.15 and 5.92 are compared, what are the challenges in designing and implementing windings with higher number of phases? How do you think the current rating of the winding changes when the number of phases is increased? What are the other challenges with electric machines and motor drives with higher number of phases?

The windings in Figure 5.92 have different number of poles and number of slots per-phase-per-pole. What is the difference between having a four-pole machine and eight-pole machine in terms of torque, speed, and losses? What are the advantages and challenges with the winding design with higher number of slots per-phase-per-pole? For the same number of phases and number of slots, which one is easier to manufacture: two or four slots per-phase-per-pole?

5.4 Permanent Magnets Figure 5.93 shows the magnetization curve for a PM at different temperatures. At T1, the remanence of the magnet is 1.2 T. When the temperature increases to T2, the remanence drops to 1.12 T. Initially, the magnet operates at point A. Calculate the PC (PC1) at this point.

When the temperature increases, the operating point shifts to B. What is the magnetic flux density and magnetic field intensity at this point?

When operating at point B, if the PC of the magnetic circuit changes to PC2, what would be the magnetic flux density and field strength at point C? What is the remanent flux density of the new magnetization line? What is the reason for the drop in remanence?

5.5 Electric Machines If the base speed of an inverter-driven motor is 2000 rpm at 200 Vdc, what will be the base speed at 400 Vdc? If the peak power of the motor is 50 kW at 200 Vdc, what will be the peak power at 400 Vdc?

Assume there is a motor design (MD1) with a specified current I1 and voltage V1. If the voltage is increased to V2 = 1.5V1, what are the design changes that can be made to optimize the design to get the same performance as MD1? What would the design changes be if the current was increased to I2 = 1.5I1?

**FIGURE 5.93** Typical magnetization curve for a PM and operating points.
If a motor is designed for a certain current and voltage, what happens if the volume of the motor is doubled by increasing the stack length? How are the peak torque and peak power affected?

For a certain motor and slot dimensions, if the number of turns in a motor is doubled, what design changes have to be applied to maintain the same slot fill factor?

In a PM machine, how does magnet remanence affect the back EMF and current for a given motor power? Evaluate the same for winding number of turns.

What are the important losses to be minimized in high-speed region? For a certain design, if the back EMF is reduced in high-speed region, what is the effect on the peak torque and efficiency in the high-speed (constant power) region?

Assume a motor design capable of providing continuous torque of 50 Nm and continuous power of 20 kW at 150°C. If the motor temperature decreases to 75°C, what is the effect on the continuous power and torque?

What is cogging torque? What are the ways to reduce the cogging torque? How does the slot opening affect the cogging torque? What is the effect of skewing on peak torque, average torque, and torque ripple?
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6.1 INTRODUCTION

Motor control in electric vehicles covers a wide range of complexity and integration with system resources. It can be as straightforward as producing motor torque (traction force) proportional to a command input (i.e., foot pedal position), or as complex as a complete integration with an engine and traction control computer in hybrid electric vehicles. Regardless of the level of integration with other vehicle system controllers, traction motor control deals with controlling the torque and/or speed in the electric machine.

Additionally, there are ancillary systems that have been historically powered by the internal combustion engine that are not an option in an all-electric vehicle. These include the power-steering unit and the air-conditioning compressor. These systems are now being powered by electric motors that require torque and/or speed control as well.

While many systems require simple motor controls (i.e., a brush DC motor controlled by a relay), others need tightly regulated torque. Therefore, we will first focus on torque production and control. The logical starting point seems to be with a brush DC motor as this is the least-complicated machine in terms of torque production. Many of the concepts of controlling torque in the brush DC motor can easily be extended to other types of machine. We will then explore control of switched reluctance motors as the torque production and control are not necessarily an extension of the concepts of a brush DC motor. We will complete the chapter by reviewing speed-control techniques for motors.

This chapter assumes that the reader is familiar with basic essentials for electric motor control. These fundamentals include:

- Fundamentals of physics
- Basic control theory
- Fundamentals of electric machines and power electronics

If the reader is not familiar with these topics, references at the end of this chapter will aid in the necessary background.

6.1.1 TORQUE PRODUCTION IN BRUSH DC MOTORS

A brush-type DC motor relies on the interaction of armature current and field flux to produce torque. The machine uses commutator bars to maintain the proper orientation of current and flux. Figure 6.1 shows a conceptual diagram of the basic structure of a wound-field DC motor.

Figure 6.2 shows the simplified torque production mechanism in DC motors. It is important to note that torque produced from each conductor is proportional to the sine of the angle between the conductor and the field magneto motive force (MMF). If the angle between the field MMF and armature MMF is maintained at 90°, the machine will produce the maximum torque per ampere (MTPA). The purpose of the commutator is to connect windings with the circuit only when they are near this 90° orientation. This concept of orientating the armature orthogonal to the field MMF is important and is easily extended to AC machines as well. This topic of “field orientation” in AC machines will be discussed later in the chapter.
To best understand torque control in a DC motor, we will first start with the differential equations that describe it. These equations will then be transformed into the LaPlace domain and finally, a block diagram of the physical system will be formed. From this block diagram, we will explore insightful means of directly controlling torque in the DC motor. The fundamental approach that is used to describe torque control in DC machines will be extended to AC machines further in this chapter. So, it is important that the appropriate level of groundwork is laid down to proceed.

**FIGURE 6.1** Conceptual diagram of the basic structure of a wound-field DC machine.

**FIGURE 6.2** Simplified torque production mechanism in DC machines.
6.1.2.1 Differential Equations of DC Machines

The differential equations of the DC machine can be derived from basic physics. From Faraday's law, the applied voltage in the field winding is

\[ v_f = R_f i_f + L_f \frac{di_f}{dt} \]  

(6.1)

where
- \( v_f \): Field voltage
- \( i_f \): Field current
- \( R_f \): Field winding resistance
- \( L_f \): Field winding inductance

The armature circuit has a similar equation but has an additional term for the motion of the armature (rotor) conductors through the field flux.

\[ v_a = R_a i_a + L_a \frac{di_a}{dt} + e_a \]  

(6.2)

where
- \( v_a \): Armature voltage
- \( i_a \): Armature current
- \( R_a \): Armature winding resistance
- \( L_a \): Armature winding inductance
- \( e_a \): Back electromotive force (EMF)

The back EMF is proportional to the speed of the rotor (how fast armature conductors are moving past the field flux) and the intensity of the field flux. This can be expressed as

\[ e_a = K_f i_f \omega = K_e \omega \]  

(6.3)

where
- \( e_a \): Back EMF
- \( K_f \): Field constant (geometry dependent)
- \( i_f \): Field current
- \( \omega \): Rotor speed
- \( K_e \): Back EMF constant (at a fixed field current)

Finally, the torque production in the machine can be expressed as

\[ T_{em} = K_f i_f i_a = K_t i_a \]  

(6.4)

where
- \( T_{em} \): Electromagnetic torque produced by the motor
- \( K_f \): Field constant (geometry dependent)
- \( i_f \): Field current
- \( i_a \): Armature current
- \( K_t \): Torque constant (at a fixed field current)

It is important to note that the back EMF constant and the torque constant are physically the same parameter and are a function of field current (field flux) and machine geometry (number of turns,
The equivalent circuit diagram of a wound-field DC machine is shown in Figure 6.3.

Equation 6.4 shows that torque production in a DC machine is directly proportional to the field current and the armature current. However, under normal conditions, the machine is operated with a constant field current and the armature current is actively regulated to control the torque. The reason for this is straightforward. The field winding, by design, has a very high inductance. This produces rated flux in the field with relatively low-field currents (and therefore low losses in the field circuit). The armature circuit typically has a significantly lower inductance due to the machine geometry and therefore can have the armature current rapidly changed. A permanent magnet (PM) DC machine does not have direct control over the field circuit and operates in the same way as the wound-field DC machine at a constant field current (constant flux).

In all DC machines, high-performance (high bandwidth) torque control is accomplished by directly regulating the armature current. Regulating field current in a wound-field DC machine does have two advantages though. It allows field weakening (reduction of back EMF constant in Equation 6.3) for higher-than base-speed operation, and it allows the machine to be operated at lower flux levels (which equates to lower magnetic losses) at light loads.

The mechanical equation of motion for the machine is given below. It is simply derived from Newton's second law and states that the acceleration is proportional to the sum of the torques applied to the shaft.

\[
J \frac{d\omega}{dt} = T_{em} - b\omega - T_L
\]

where
- \( J \): Rotor inertia
- \( b \): Viscous damping
- \( T_{em} \): Electromagnetic torque produced by the motor
- \( T_L \): Load torque

6.1.2.2 LaPlace Representation of DC Machines

The differential equations of the DC machine from the section above are converted into the LaPlace domain by taking the LaPlace transform [1,2]. The equations, assuming zero initial conditions, are defined as follows. The field circuit of Equation 6.1 becomes

\[
V_f(s) = R_f I_f(s) + L_f s I_f(s)
\]

where
- \( V_f \): Field voltage
- \( I_f \): Field current
- \( R_f \): Field winding resistance
\( L_f \): Field winding inductance
The armature circuit of Equation 6.2 becomes
\[
V_a(s) = R_a I_a(s) + L_a s I_a(s) + E_a(s)
\]
(6.7)

where
- \( V_a \): Armature voltage
- \( I_a \): Armature current
- \( R_a \): Armature winding resistance
- \( L_a \): Armature winding inductance
- \( E_a \): Back EMF

Finally, the torque production in the machine of Equation 6.4 becomes
\[
J s \omega(s) = T_{em}(s) - b \omega(s) - T_L(s)
\]
(6.8)

where
- \( J \): Rotor inertia
- \( b \): Viscous damping
- \( T_{em} \): Electromagnetic torque produced by the motor
- \( T_L \): Load torque

Table 6.1 summarizes the equation of the brush DC machine in both the time domain and LaPlace domain. With the DC machine equations in the LaPlace domain, we can begin to use common control system tools for analysis and ultimately to determine appropriate controls. The initial analysis of the DC machine will assume that the field current is held constant. This same model is used for PM DC machines. Maintaining the DC machine at a constant field current (or assuming a PM DC machine) fixes the back EMF and torque constant of the machine from Equations 6.3 and 6.4.

From Equation 6.7, the armature current is derived from the difference of the applied armature voltage and the back EMF. This is calculated as
\[
I_a(s) = \frac{V_a(s) - E_a(s)}{L_a s + R_a}
\]
(6.9)

From Equation 6.8, the machine speed is derived from the difference of the electromagnetic torque and the load torque. This is calculated as
\[
\omega(s) = \frac{T_{em}(s) - T_L(s)}{J s + b}
\]
(6.10)

### Table 6.1
<table>
<thead>
<tr>
<th>Equation</th>
<th>Time Domain Representation</th>
<th>LaPlace Domain Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Armature</td>
<td>( v_a(t) = R_a i_a(t) + L_a \frac{di_a(t)}{dt} + e_a(t) )</td>
<td>( V_a(s) = R_a I_a(s) + L_a s I_a(s) + E_a(s) )</td>
</tr>
<tr>
<td>Field</td>
<td>( v_f(t) = R_f i_f(t) + L_f \frac{di_f(t)}{dt} )</td>
<td>( V_f(s) = R_f I_f(s) + L_f s I_f(s) )</td>
</tr>
<tr>
<td>Mechanical</td>
<td>( J \frac{d\omega(t)}{dt} + b\omega(t) + T_L(t) = T_{em}(t) )</td>
<td>( J s \omega(s) + b \omega(s) + T_L(s) = T_{em}(s) )</td>
</tr>
</tbody>
</table>
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The block diagram of a DC machine is shown in Figure 6.4. Note that each of the variables is assumed to be a function of the LaPlace variable “s” and it is therefore omitted in the diagram for simplicity. The left-hand side of the block diagram shows the calculation of the armature current from Equation 6.9. This is a representation of the electrical circuit. The right-hand side of the equation shows the calculation of the machine speed from Equation 6.10. This is a representation of the mechanical circuit. The electrical and mechanical circuits are combined with the electromechanical conversion constants (back EMF and torque) from Equations 6.3 and 6.4.

### 6.1.3 Torque Control in Brush DC Motors

From the block diagram of a brush DC machine (Figure 6.5) or Equation 6.4, we can see that the electromagnetic torque is linearly proportional to armature current. This condition of course assumes the absence of magnetic saturation in the machine. Given this linear relationship between torque and current, by directly regulating armature current, we directly regulate torque.

The ability to regulate current in the machine directly impacts the ability to control torque. Fast, stable, and high-bandwidth current regulation implies the same is true for torque control. High-performance control of current (torque) offers significant advantages in machine control that will be described later in this chapter. Additionally, most of the concepts of current (torque) regulation in DC machines extend to AC machines as well. High-bandwidth servo motion control loops (which regulate machine speed and/or position) are dependent on high-performance torque regulation.

Directly controlling torque (current) in the motor is, however, not always a requirement. There are many applications in the vehicle that only require modest speed regulation. These applications, such as ancillary pumps, fans, or utility actuation, are cost sensitive. Since servo-grade performance is not a requirement, it does not need the complexity of additional sensors and/or computational complexity of signal-processing algorithms. This will be discussed in the subsequent sections. For now, we will explore high-performance torque (current) control. The next section will discuss current control and it will then be extended to torque control.
6.1.3.1 Current Control in Brush DC Motors

Figure 6.5 is the classical block diagram of a brush DC motor from a controls perspective. If the armature current is sensed and fed back to a controller, the block diagram is modified as shown in Figure 6.6. $G_{\text{controller},i}$ represents the controller transfer function. For now, we will assume that we have an ideal voltage amplifier (i.e., if the controller commands 100 V, the amplifier immediately provides 100 V). In practice, this assumption is not exactly true. Inverter nonlinearities such as voltage drops in devices, inverter deadtime effects, and saturation cause the inverter to deviate from an ideal amplifier. However, these effects can be compensated for (with the exception of saturation), and as an assumption, it is reasonable to ignore these effects for a first-case analysis.

Examination of Figure 6.5 shows the inherent coupling of mechanical and electrical states. Current produces electromagnetic torque in the machine (through $K_t$). The difference between the electromagnetic torque and any load torque accelerates the inertia and causes motion in the machine. This motion (speed) couples back into the electrical side via the back EMF constant ($K_e$). This back EMF opposes the applied voltage used to control current. This coupling of electrical and mechanical states makes analysis and control more complicated.

The transfer function of the current loop (how the current loop responds to a command) can be derived from the block diagram of Figure 6.5 as follows. Substituting in the back EMF in terms of machine speed in Equation 6.9, we get:

$$I_a(s) = \frac{V_a(s) - K_e \omega(s)}{L_a s + R_a}$$

(6.11)

Next, substituting in the mechanical state into Equation 6.11, we get:

$$I_a(s) = \frac{1}{L_a s + R_a} \left( V_a(s) - K_e \frac{T_{\text{em}}(s) T_L(s)}{J_s + b} \right)$$

(6.12)

Assuming an ideal voltage regulator (where the applied voltage exactly equals the commanded voltage) and substituting in current times the machine torque constant for the electromagnetic torque term, we get:

$$I_a(s) = \frac{1}{L_a s + R_a} \left( G_{\text{controller},i}(I_a^*(s) - I_a(s)) - K_e \frac{K_t I_a(s) - T_L(s)}{J_s + b} \right)$$

(6.13)

Equation 6.13 has current on both sides of the equation. If we solve for current, we get:
Equation 6.14 shows that the current response is a function of both the commanded current and the load torque on the machine. The load torque affects the velocity that in turn affects the back EMF that in turn couples into the electrical state. This highlights the fact that we want to decouple the electrical and mechanical states so that load torque disturbances do not affect current regulation. This will be discussed below. But there is another very important reason why we want to decouple the electrical and mechanical states in our current controller, and that is for simplicity. This will also be discussed below.

### 6.1.3.2 Standard Proportional Plus Integral Current Control in Brush DC Motors

One of the most pervasive means of current regulation in electric machines is the standard proportional plus integral (PI) control. This is shown in Figure 6.6.

The PI controller has the following structure:

$$G_{\text{controller}]_i} = K_p + \frac{K_i}{s}$$  \hspace{1cm} (6.15)

where

- \(K_p\): Proportional gain
- \(K_i\): Integral gain

With \(G_{\text{controller}]_i}\) replaced by the PI controller, Equation 6.14 becomes

$$I_a(s) = \frac{(J_s + b)G_{\text{controller]_i}}}{J L_a s^2 + ((G_{\text{controller]_i} + R_a)J + L_a b)s + K_e K_i} + \frac{(G_{\text{controller]_i} + R_a)b}{I_a^*} \hspace{1cm} (6.16)$$

Even with a simple PI controller, the transfer function becomes fairly complex and selecting the gains is nontrivial. Recall that Equation 6.16 ignores the dynamics of the voltage regulator as well.

To simplify things, we first confine our analysis to tuning the controller when the rotor is not allowed to move (called locked rotor tuning). This may seem impractical, but we will address this limitation in future sections. Selecting gains in this case is trivial. When the rotor is locked, there is no back EMF that couples into the electrical state. Thus, the locked rotor condition decouples the electrical and mechanical states. The simplified electrical block diagram is shown in Figure 6.7.

The response of the armature current is solely dependent on the commanded current (i.e., no longer depends on load torque). Using the same PI controller, Equation 6.16 reduces to

$$I_a(s) = \frac{K_p s + K_i}{L_a s^2 + (K_p + R_a)s + K_i} I_a^*(s) \hspace{1cm} (6.17)$$

Equation 6.8 is significantly less complicated than Equation 6.7. There is also a significant amount of literature on classical tuning strategies for this case [1]. However, by appropriately forming the transfer function, we can eliminate any tedious techniques and make this a rudimentary problem.

Figure 6.8 shows the simplified block diagram of Figure 6.7 on top and the same diagram with the blocks expressed as time constants on the bottom. By using the classical definition of the electrical
time constant (armature inductance divided by resistance), we can formulate a simple solution. The electrical plant has a pole at the electrical time constant $\tau_e$. Notice that reformulating the PI controller as shown in the lower figure, there is a controller zero at $\tau_c$. The controller zero is simply the ratio of the proportional to integral gains and can be set arbitrarily. By setting the controller zero equal to the electrical pole, there is a pole zero cancelation and the block diagram is further reduced to Figure 6.9. This reduces the block diagram to having an open-loop free integrator and a gain. The closed-loop transfer function for the current loop is simply:

$$\frac{I_a(s)}{I_i(s)} = \frac{K_i}{R_a s + K_i}$$

(6.18)

**6.1.3.3 Standard Proportional PI Current Loop Tuning and Response in Brush DC Motors**

From Equation 6.18, we see that there is unity steady-state gain (as $s \to 0$). As the commanded frequency increases, the gain rolls off (proportional to $1/s$). The system bandwidth is typically defined
as the $-3$ dB crossing of the frequency response magnitude. Solving for the gain that produces $-3$ dB response, the desired bandwidth is trivial. Equation 6.19 shows the magnitude of the locked rotor current loop transfer function.

$$\frac{|I_a(s)|}{|I_a^*(s)|} = \frac{K_i}{\sqrt{(2\pi f R_a)^2 + (K_i)^2}}$$  \hspace{1cm} (6.19)

The $-3$ dB point (magnitude ratio of 0.707) occurs when real and imaginary parts are equal in magnitude. The integral gain is solved for as shown in Equation 6.20. Noting that the controller time constant was set equal to the electrical time constant for pole/zero cancelation, the proportional gain is solved for as shown in Equation 6.21.

$$K_i = 2 \pi f_{bw} R_a$$ \hspace{1cm} (6.20)

$$K_p = 2 \pi f_{bw} L_a$$ \hspace{1cm} (6.21)

where

- $f_{bw}$: Desired current loop bandwidth

The response of the system is shown in Figure 6.10 tuned for 1000 Hz. With perfect pole/zero cancelation, the system has a first-order response. The magnitude crosses $-3$ dB and the phase crosses $-45^\circ$ at the desired 1000 Hz.

![Figure 6.10](image)

**FIGURE 6.10** Locked rotor current loop response $I_a(s)/I_{a^*}(s)$ tuned for 1000 Hz.
Figure 6.11 highlights the open-loop system poles and zeros from the simplified block diagram. We can see that the controller zero is placed on top of the electrical pole, effectively canceling the dynamics associated with it.

Figure 6.13 shows the root locus plot of the closed-loop system. The controller zero cancels the electrical pole, and the controller pole (beginning at the origin) is moved to the left (until it achieves the desired system bandwidth) by increasing the gain $K_i$. This effectively reduces the system to a simple first order as described by Equation 6.18. The step response of the system is shown in Figure 6.14. The system has a well-behaved first-order response with a rise time of ~1 ms as expected.

6.1.3.4 Effects of Mistuned Proportional PI Current Loop Tuning and Response in Brush DC Motors

While it is the goal to place the controller zero of the PI loop on top of (and effectively cancel) the electrical pole, this cannot be perfectly achieved in practice. However, getting the controller zero...
close to the electrical pole is usually sufficient for most motor control applications. This section will explore what happens to the system response when the controller zero is greater than or less than the electrical pole.

Figure 6.15 shows the open-loop system poles and zeros when the controller zero is set to 150% of the plant electrical pole. This places the controller zero closer to the origin. Figure 6.16 shows the root locus plot of the system as the gain $K_i$ is increased. Since the controller zero misses to the right, the controller pole migrates toward and ends near the controller zero. The plant electrical pole moves to the left beyond the desired bandwidth of 1000 Hz. The closed-loop system poles end up at $-102$ and $-1557$ Hz as shown in Figure 6.16.

**FIGURE 6.13** Root locus plot of locked rotor closed-loop system.

**FIGURE 6.14** Step response of locked rotor closed-loop system.
FIGURE 6.15 Pole/zero map of locked rotor open-loop system with controller zero placed to the right of the plant electrical pole ($\tau_c = 1.5 \tau_e$).

FIGURE 6.16 Root locus plot of the system with controller zero placed to the right of the plant electrical pole ($\tau_c = 1.5 \tau_e$).
Since there is no longer an exact pole/zero cancelation, the system has closed-loop poles at two frequencies. These two poles give the system response two distinct time constants as can be seen in the step response plot in Figure 6.17. The pole at 102 Hz causes the final system convergence to take approximately 10 ms to reach the steady-state commanded value. The pole at 1557 Hz forces the system to initially converge faster than the original 1 ms (1000 Hz). It is important to note that the response reaches more than 95% of the commanded value in <1 ms which is why this is typically not detrimental for motor control applications. A typical system has outer rate or position loops that are continually modifying the commanded torque value. Achieving 95% or more of the commanded value does not have an impact on these outer loops in all but the most stringent of applications.

Figure 6.18 shows the open-loop system poles and zeros when the controller zero is set to 50% of the plant electrical pole. This places the controller zero further from the origin. Figure 6.19 shows the root locus plot of the system as the gain $K_i$ is increased. Since the controller zero misses to the left, the controller pole and electrical pole migrate toward each other and break off the axis with increasing $K_i$ [1]. These poles migrate toward the controller zero to the left. The closed-loop system poles end up at $-329 \pm j 225$ Hz as shown in Figure 6.19. The step response of this system is shown in Figure 6.20.

Figure 6.21 shows the frequency response of the locked rotor current loop system. We see that the bandwidth (−3 dB magnitude ratio) is reduced from the desired 1000 Hz requirement. We also observe the slight overshoot (~0.5 dB) in the frequency response function of Figure 6.21. Here again, this response will not affect system performance except in the most stringent motion control applications.

In summary, this section shows that even with significant errors in estimation of the plant electrical pole (errors in estimates of armature resistance and inductance of ±50%), the PI controller is robust. A good deal of attention was paid to the system response in this section as it will be directly applicable in the control of AC machines (induction, PMSM, synchronous reluctance, etc.) as well. The next section will cover a general approach to current regulation with the rotor free to rotate. This is an obvious and important feature to produce useful mechanical energy conversion.

6.1.3.5 Back EMF Decoupling of Proportional PI Current Loop in Brush DC Motors

The previous section looked at the current loop response when the back EMF was zero. If the rotor shaft is free to rotate, the back EMF couples the electrical and mechanical states of the machine. One solution to this problem is to decouple the effects of the back EMF by negating it in the controller.
FIGURE 6.18  Pole/zero map of locked rotor open-loop system with controller zero placed to the left of the plant electrical pole ($\tau_c = 0.5 \tau_e$).

FIGURE 6.19  Root locus plot of the system with controller zero placed to the left of the plant electrical pole ($\tau_c = 0.5 \tau_e$).
This approach is shown in Figure 6.22. We see that the back EMF term is subtracted from the applied voltage in the physical system. By measuring the rotor speed, we can estimate the back EMF. This is simply the product of the measured speed and an estimate of the back EMF constant (Note: Estimated parameters are expressed with the ^ over the constant). This estimated back EMF is added to the voltage command in an attempt to compensate for the physical back EMF.

![Figure 6.20](image1)

**FIGURE 6.20** Step response of the closed-loop system with controller zero placed to the left of the plant electrical pole ($\tau_c = 0.5 \tau_e$).

![Figure 6.21](image2)

**FIGURE 6.21** Locked rotor current loop response ($I_s(s)/I_s^*(s)$) of the system with controller zero placed to the left of the plant electrical pole ($\tau_c = 0.5 \tau_e$).
Assuming an ideal voltage regulator, the derivation of the current response is straightforward. Equation 6.16 is modified to include the estimated back EMF term and becomes

\[
I_a(s) = \frac{J K_p s^2 + (J K_i + K_p b)s + K_i b}{J L_a s^3 + [(K_p + R_a) J + L_a b] s^2 + [J K_i + (K_c - \hat{K}_c)K_i + (K_p + R_a) b]s + K_i b} T_L(s)
\] (6.22)

Figure 6.23 shows the effects of back EMF decoupling on the system response. Without back EMF decoupling, the disturbance from the mechanical system on the electrical system is apparent, beginning below 0.1 Hz. With the addition of back EMF decoupling, the system response is well behaved, even with ±10% error in the estimate of the back EMF constant. The phase response is barely affected in this case.

**FIGURE 6.22** Back EMF decoupling with PI current loop.

**FIGURE 6.23** Effects of back EMF decoupling on system response.
This analysis is only valid when the voltage regulator is assumed to be ideal. Slight errors in voltage amplifier gain affect the system in the same manner as errors in the estimate of the back EMF constant. The main issue is when the voltage amplifier saturates. The faster the motor spins, the higher the back EMF and therefore the larger the commanded voltage. As the motor approaches the no-load speed, the voltage command exceeds the capabilities of the inverter and saturates. It is important to consider that independent of what type of control implemented, there are physical limitations that cannot be exceeded. So, while the reader may think this technique breaks down at high speed, there is no control scheme that does not break down at high speed due to physical limitations.

6.2 FUNDAMENTALS OF AC MOTOR CONTROL

The previous sections focused on DC motor control. This section will explore control of AC machines. We will begin this section with the brushless DC (BLDC) machine (trapezoidal back EMF) control, and extend to permanent magnet synchronous machines (PMSMs). PMSMs are often referred to as brushless AC (BLAC) (sinusoidal back EMF) machines and include surface permanent magnet (SPM) and interior permanent magnet (IPM) machines. Control of BLAC machines will then be extended into synchronous reluctance and finally induction machine control. As was the case with the DC machine, we will first explore torque control of these machines through current regulation. The current regulators will be extensions of the DC machine concepts.

BLDC machines are direct extensions of brushed DC machines. The major difference is that the armature circuit is electronically commutated with the inverter bridge as opposed to mechanically commutated with the commutator bars and brushes. We will see there is quite a difference in how BLAC machines are controlled as compared to BLDC machines. The techniques for BLAC machine control are then easily extended to synchronous reluctance and induction machines.

6.2.1 FUNDAMENTALS OF BLDC MACHINE TORQUE CONTROL

A typical BLDC machine is constructed inside out of a typical PM brush machine. Instead of the windings on the rotor mechanically commutated and the PMs (field) on the stator, the typical BLDC machine has the PMs on the rotor (still producing the field) and has the armature windings on the stator that are electronically commutated through the inverter bridge. Figure 6.24 shows an equivalent circuit of the BLDC machine and inverter bridge. Unlike a brush DC machine, the BLDC machine cannot simply be connected to a voltage source for operation. The operation is integrally connected to the BLDC controller.

The BLDC machine operates by applying voltage and regulating current in two of the three phases at any one time. The third phase is open circuited during this time. This is shown in Figure 6.25. The machine is commutated between phases every 60 electrical degrees. Each phase is on for 120
electrical degrees. In each 60 electrical degree segment, the machine has the same equivalent circuit as the brush DC machine, namely an equivalent resistance, inductance, and back EMF (which is proportional to speed). Aside from the state machine logic that implements the commutation between phases, current regulation can be achieved as described in the previous sections (although oftentimes, less robust, but more simple cycle-by-cycle current control is used). The commutation state machine logic simply decides which set of power electronic switches to pulse width modulate (PWM) at any given rotor position.

6.2.2 Fundamentals of BLAC Machine Torque Control

Unlike BLDC machines, BLAC machines excite all three phases simultaneously. With the proliferation of low-cost, high-performance digital signal processors, the most common approach to BLAC torque (current) control is known as field-oriented control (FOC). FOC transforms quantities (voltages, fluxes, and currents) from their three-phase coordinates (i.e., phase A current) to two-phase orthogonal coordinates in a reference frame that rotates with the rotor. The transformation from three-phase stator variables to two-phase rotor variables is an important step in the control of these machines because it makes the steady-state AC variables appear as DC quantities in the rotor reference frame. Thus, all the analysis of the PI regulator for DC machines is applicable even though the terminal quantities vary sinusoidally.

6.2.2.1 Overview of BLAC Machine Current Control

In BLAC machine control, the three-phase AC currents are measured and converted into two-phase AC currents. Both of them are considered “stationary” frame currents as they are measured in the stator or stationary reference frame. Using the measured rotor flux (\(\phi_r\)) position (which rotates synchronously with the rotor magnets), the two-phase currents are transformed into the “synchronous” reference frame. These steady-state quantities appear to be DC terms. These synchronous frame feedback currents are compared to the synchronous frame commands and the error is fed into PI current regulators, one for each of the two phases. The steady-state output is a DC voltage command that gets transformed back into AC by an inverse transformation to the stationary reference frame.
6.2.2.2 Definition of Complex Space Vectors in AC Machine Current Control

Field orientation requires mathematical transformations to define quantities in various reference frames. First, the concept of space vectors must be defined. Space vectors, as the name suggests, define an amplitude and an orientation in space. It is important to note that the amplitude is not necessarily a constant but rather a time-varying quantity. The Euler identity listed in Equations 6.23 and 6.24 is an example of a space vector with a constant magnitude of one.

\[ e^{j\theta} = \cos(\theta) + j \sin(\theta) \quad (6.23) \]

\[ e^{-j\theta} = \cos(\theta) - j \sin(\theta) \quad (6.24) \]

Space vectors offer a convenient means to describe the spatial location of quantities such as windings in a machine. The spatial location of three-phase windings separated by 120 electrical degrees is easily described with the space vectors \( e^{j0^\circ} \), \( e^{j120^\circ} \), and \( e^{-j120^\circ} \). The complex space vector of a machine variable (voltage, current, and flux linkage) is defined in Equation 6.25.

\[ \bar{f}_s = \frac{2}{3} (f_{as}e^{*j0^\circ} + f_{bs}e^{*j120^\circ} + f_{cs}e^{-j120^\circ}) \quad (6.25) \]

As an example, the current space vector combines the time-varying current amplitude with the spatial location of the winding. Assuming that the current varies sinusoidally in each of the three phases as given in Equations 6.26 through 6.28, the complex space vector is defined as given in Equation 6.29.

\[ i_{as}(t) = I_m \cos(\omega t) \quad (6.26) \]

\[ i_{bs}(t) = I_m \cos(\omega t - 120^\circ) \quad (6.27) \]

\[ i_{cs}(t) = I_m \cos(\omega t + 120^\circ) \quad (6.28) \]

\[ T(t) = \frac{2}{3} [I_m \cos(\omega t)e^{*j0^\circ} + I_m \cos(\omega t - 120^\circ)e^{*j120^\circ} + I_m \cos(\omega t + 120^\circ)e^{-j120^\circ} ] \]

\[ = I_m \cos(\omega t) + j I_m \sin(\omega t) = I_m e^{*j\omega t} \quad (6.29) \]

Equation 6.29 describes a vector of constant amplitude that rotates at an angular rate of the excitation frequency \( \omega \). This can be graphically seen in Figure 6.26. The figure represents the vector sum of the amplitudes of each of the phase currents at a given time \( t_0 \) that corresponds to a spatial location of \( \omega t_0 \). Also note that the space vector is defined with the constant 2/3 in it. This was chosen so that when summed together, the magnitude of the rotating vector is equivalent to the magnitude of the sinusoidal quantity in any one of the phases. The other common choice for the scale factor is \( \sqrt{2/3} \) that maintains a constant power relationship [4].

As seen in Equation 6.25, the space vector is defined with three unit vectors, and each vector is 120 electrical degrees apart. These three unit vectors can be summed to form a space vector anywhere on the plane. However, any two nonparallel vectors can be used to define a space vector on the plane. It is most convenient to define orthogonal (90 electrical degrees apart) unit vectors. Using the complex plane, the orthogonal unit vectors lie on the real and imaginary axes. A second definition of the complex space vector is given in Equation 6.30 with these unit vectors.

\[ \bar{f}_{qs} = f_{qs} - j f_{ds} \quad (6.30) \]
This is the common “dq” frame. This is one definition and the reader is cautioned that there are multiple definitions used in literature (where the d-axis is aligned with the positive imaginary axis as opposed to the negative imaginary axis, or where the d-axis is aligned with the real axis and the q-axis is aligned with the imaginary axis). How the axes are defined is not important, only that you remain consistent with the definition for both forward and reverse transformations.

A third variable is necessary to define a unique transformation (since there are three variables in the abc frame) when using the dq frame:

\[
f_{0s} = \frac{1}{3} (f_{as} + f_{bs} + f_{cs})
\]

(6.31)

The first transformation defined converts three-phase variables (separated by 120 electrical degrees) into two-phase dq variables. This is known as the Clarke transformation. The relationship between the abc variables and the dq0 variables is given in Equation 6.32 below. This is the forward transformation from abc variables to dq0 variables. The reverse transformation from dq0 variables to abc variables is given in Equation 6.33.

\[
\begin{bmatrix}
  f_{qs} \\
  f_{ds} \\
  f_{0s}
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
  1 & -\frac{1}{2} & -\frac{1}{2} \\
  0 & -\frac{\sqrt{3}}{2} & \frac{\sqrt{3}}{2} \\
  1 & 1 & 1
\end{bmatrix} \begin{bmatrix}
  f_{as} \\
  f_{bs} \\
  f_{cs}
\end{bmatrix}
\]

(6.32)

\[
\begin{bmatrix}
  f_{as} \\
  f_{bs} \\
  f_{cs}
\end{bmatrix} = \frac{2}{3} \begin{bmatrix}
  1 & 0 & 1 \\
  -\frac{1}{2} & -\frac{\sqrt{3}}{2} & 1 \\
  -\frac{1}{2} & \frac{\sqrt{3}}{2} & 1
\end{bmatrix} \begin{bmatrix}
  f_{qs} \\
  f_{ds} \\
  f_{0s}
\end{bmatrix}
\]

(6.33)

The second transformation used is the Park transformation. This transforms variables from the stationary frame to a rotating frame. First, we will define a general notation form for variables so that they are explicitly defined [4]:

\( f_{qdx} \): — f is a variable (v, i, λ)

— x is where the variable comes from (r—rotor, s—stator)
—y is where variables are referred to (r—rotor, s—stator, and g—general)

As an example, \( v'_{qs} \) is the q-axis stator voltage referred to the rotor reference frame. \( i'_{ds} \) is the d-axis stator current referred to the stator (or stationary) reference frame.

Rotating to a general reference frame requires only simple trigonometry but is a crucial step in the process of AC machine current regulation. The simple trigonometry is shown in Figure 6.27.

### Stationary to Rotating

\[
\begin{align*}
\vec{f}_{qdc}^g &= e^{-j\theta} \vec{f}_{qdc}^r \\
\begin{bmatrix}
    f_{qs}^g \\
    f_{ds}^g
\end{bmatrix} &= \begin{bmatrix}
    \cos \theta & -\sin \theta \\
    \sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
    f_{qs}^r \\
    f_{ds}^r
\end{bmatrix}
\end{align*}
\]

### Rotating to Stationary

\[
\begin{align*}
\vec{f}_{qdc}^r &= e^{j\theta} \vec{f}_{qdc}^g \\
\begin{bmatrix}
    f_{qs}^r \\
    f_{ds}^r
\end{bmatrix} &= \begin{bmatrix}
    \cos \theta & \sin \theta \\
    -\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
    f_{qs}^g \\
    f_{ds}^g
\end{bmatrix}
\end{align*}
\]

In AC machine control, one convenient reference frame to choose is the rf reference frame. In a surface PM machine, this is simply determined by the location of the PMs. For induction machines, the rf must be determined by inferred measurements or estimation. The reference frame is chosen such that the d-axis is aligned with the rf (rotor PMs) and the q-axis is orthogonal to the rf. The “d” in d-axis stands for “direct” axis as it is directly aligned with the rotor field. The “q” in q-axis stands for “quadrature” and is in quadrature (90 electrical degrees) with the rotor field. Figure 6.28 shows the transformations used in a PM synchronous machine controller. Note that when the q and d axes are chosen as described above, the d-axis aligns with the rf and attempts to add to (with positive d-axis current) or subtract from (with negative d-axis current) the total flux. The q-axis interacts with the rf to produce torque. Thus, the d-axis current is analogous to field current and the q-axis is analogous to armature current in DC machines.

The variables are transformed into the synchronous reference frame (denoted with the “e” superscript for excitation). In this case, the synchronous and rf reference frames are identical.

---

**FIGURE 6.27** Transformation from stationary to general rotating reference frame.
(which is not the case in induction motor control). The sinusoidal currents, when transformed into the synchronous reference frame, become DC quantities easily controlled as discussed in the previous sections. In fact, the concept of AC machine control is to transform quantities into the synchronous reference frame, regulate currents as if they are DC quantities, and then transform the commanded voltages back to the stationary reference frame where the inverter applies voltages to the machine windings. This is known as synchronous frame current regulation (SFCR).

In surface PM BLAC machines, the d-axis current command is commonly set to zero. This is due to the fact that the PMs produce all the flux linkage necessary for torque production in the machine. Additionally, it becomes difficult to weaken the field in most surface PM machines because of the low values of magnetizing inductance in these machines.

Interior PM machines are different in that they are intentionally designed for field weakening to allow a large constant power-operating regime. In this case, the d-axis (flux-producing axis) is not set to zero but rather regulated based on operating point demand. This will be discussed in the subsequent sections.

**6.2.2.3 Differential Equations of BLAC Machine**

As described in the previous chapters, the differential equations of the BLAC machine in a general reference frame (with PM flux aligned with the d-axis) are

\[
v_{qs}^g = r_s i_{qs}^g + \frac{d\lambda_{qs}^g}{dt} + \omega \lambda_{ds}^g
\]  

(6.34)

\[
v_{qs}^g = r_s i_{ds}^g + \frac{d\lambda_{ds}^g}{dt} + \omega \lambda_{qs}^g
\]  

(6.35)

\[
\lambda_{qs}^g = L_s i_{qs}^g + L_m d_{qs}^g
\]  

(6.36)

\[
\lambda_{ds}^g = L_s i_{ds}^g + L_m d_{ds}^g + \Lambda_{mf}
\]  

(6.37)
\[ T_e = \frac{3}{2} \frac{P}{2} \left[ \frac{\Lambda_{mq} i_{qs}^*}{PM \text{ torque}} + \frac{(L_{md} - L_{mq}) i_d^* i_{qs}^*}{Reluctance \text{ torque}} \right] \]  

(6.38)

where

\begin{align*}
v_{qs}^*: & \text{ q-axis voltage} \\
v_d^*: & \text{ d-axis voltage} \\
i_{qs}^*: & \text{ q-axis current} \\
i_d^*: & \text{ d-axis current} \\
\lambda_{qs}^*: & \text{ q-axis flux linkage} \\
\lambda_{ds}^*: & \text{ d-axis flux linkage} \\
T_e: & \text{ Electromagnetic torque} \\
\omega: & \text{ Electrical speed of the reference frame} \\
\Lambda_{mq}: & \text{ PM flux linkage} \\
r_s: & \text{ Stator resistance} \\
L_{mq}: & \text{ q-axis mutual inductance} \\
L_{md}: & \text{ d-axis mutual inductance} \\
L_{ls}: & \text{ Leakage inductance} \\
P: & \text{ Number of motor poles}
\end{align*}

One of the most common techniques used for AC machine control is to transform to the synchronous frame, apply a PI current regulator, and transform back to the stationary reference frame. This takes advantage of the abundance of knowledge and literature on PI regulators. But there is one slight difference that must be noted. Equations 6.34 and 6.35 show the cross-coupling that is introduced between \( q \) and \( d \) reference frames by the electrical speed of the reference frame. If the stationary frame is used, the axes are fixed at zero speed and there is no cross-coupling (\( \omega = 0 \)). But this would require regulating AC currents as opposed to DC currents as desired. In the synchronous frame, the speed of the frame is equal to the rotor speed (\( \omega = \omega_r \)); so, cross-coupling is introduced in the controller. This cross-coupling must be accounted for. Additionally, with the axes aligned as described, all the rotor PM flux is aligned with the d-axis and therefore couples into the q-axis via the speed-dependent term. This is the back EMF term and is only present in the q-axis. This must be decoupled as well similar to the approach used in DC machines with back EMF decoupling. Figure 6.29 shows the decoupling strategy used in SFCR systems.

6.2.2.3.1 Surface PM versus Interior PM Structure

As the name denotes, surface PM (SPM) machines have their magnets on the surface of the rotor, and interior PM (IPM) machines have their magnets buried in the rotor iron. This difference in physical construction results in changes to the magnetic structure. Figure 6.30 shows the rotor structure...
of both a surface PM machine and an interior PM machine of an eight-pole motor. Note that these represent typical configurations, but they are only two of numerous rotor designs. Fundamentally, the electromagnetic structure is similar to this regardless of configuration. Figure 6.30 shows the d (direct) and q (quadrature) axes of an eight-pole machine as well as the path of flux in each of these axes. The path of the d-axis flux is directly through the magnets.

Figure 6.30 shows that for the case of the SPM, the reluctance path for the d- and q-axes is the same. Both axes have a flux path that flows from the stator magnetic steel, through a small air gap, through the PMs, and then through rotor magnetic steel before following a similar path back to the stator magnetic steel. The reluctance of both flux paths is dominated by the reluctance of the surface magnet that is typically orders of magnitude greater than the air gap and has the same relative permeability of air. The PMs “look” like a large air gap to the magnetic circuit. This large effective air gap makes the reluctance relatively large in SPM machines. The large reluctance means that the stator inductance (which is inversely proportional to reluctance) is relatively low.

The low inductance of SPM machines often makes current control difficult. If high switching frequencies are not used, the current ripple in the machine windings can be large, leading to high switching losses and excessive noise in the current feedback circuit. Additionally, current control sample rates must be sufficiently fast to ensure that currents do not exceed inverter ratings before the controller reacts.

Since the reluctance of both paths is identical (or nearly identical based on the design), the d-axis and q-axis inductances are equal (or nearly equal). Even when the inductances are not equal (whether it is due to slight geometry differences or magnetic saturation due to the magnets in the d-axis path), the difference between them is typically negligible in SPM machines. With a negligible difference in d-axis and q-axis inductance, the reluctance portion of the torque in Equation 6.38 becomes negligible. Since the reluctance torque portion is nearly zero, SPM machines normally command zero d-axis current and apply all of the current in the q-axis (torque-producing axis). In addition to the reluctance torque being negligible, there is another reason that the d-axis current is commonly commanded to zero. As stated above, it becomes difficult to weaken the field in most surface PM machines (there are exceptions to this [5]) because of the low values of magnetizing inductance in these machines. With zero d-axis current, the torque in Equation 6.38 simplifies to Equation 6.39.

\[
T_c = \frac{3}{2} \frac{P}{2} [\Lambda_{mf} i_{q*}].
\]  

(6.39)
Figure 6.30 shows that for the case of the IPM, the reluctance path for the $d$-axis and $q$-axis is not the same. The $d$-axis flux path crosses two sets of magnets in the rotor that presents significantly higher reluctance than the $q$-axis flux path that travels only through magnetic steel in the rotor. Therefore, the $d$-axis inductance is, by design, significantly lower than the $q$-axis inductance. Figure 6.31 highlights the resultant torque as the sum of the PM torque (first term in Equation 6.38) and the reluctance torque (second term in Equation 6.38).

With interior PM machines, the $d$-axis current command (flux command) can be positive or negative. A negative command attempts to weaken the resultant $d$-axis flux that decreases the effective back EMF constant to allow operation at higher speeds. This reduction in $d$-axis flux also reduces the effective torque constant (first term in Equation 6.38), but this is offset by an increase in torque due to the reluctance term (second term in Equation 6.38). In fact, this reluctance term is used to increase the overall torque per ampere of the total stator current. IPMs are usually operated with the MTPA control up to the inverter current-rating limit. The maximum currents are constrained by Equation 6.40.

$$i_{qs}^2 + i_{ds}^2 = I_{max}^2$$  \hspace{1cm} (6.40)

The inverter also has a voltage constraint given by Equation 6.41.

$$v_{qs}^2 + v_{ds}^2 = V_{max}^2$$  \hspace{1cm} (6.41)

Considering steady-state operation of the IPM, the voltage equations of Equations 6.34 and 6.35 simplify to Equations 6.42 and 6.43, respectively.

$$v_{qs} = r_s i_{qs} + \omega \lambda_{ds}$$  \hspace{1cm} (6.42)

$$v_{ds} = r_s i_{qs} - \omega \lambda_{qs}$$  \hspace{1cm} (6.43)

If the IR (current $\times$ resistance (resistive voltage drop)) is neglected and the flux linkages are expressed in terms of currents, Equations 6.42 and 6.43 reduce further to Equations 6.44 and 6.45.

$$v_{qs} = \omega (L_{ds} i_{ds} + \Lambda_{mf})$$  \hspace{1cm} (6.44)

---

**FIGURE 6.31** Torque as a function of rotor angle for an interior PM machine with fixed stator current.
where
\[ L_{qs} = L_{mq} + L_{ls} \]
\[ L_{ds} = L_{md} + L_{ls} \]

The inverter voltage limit in Equation 6.41 can now be expressed in terms of the \( d \)-axis and \( q \)-axis currents as shown in Equation 6.46.

\[
(L_{ds}i_{ds} + L_{mq})^2 + (L_{qs}i_{qs})^2 = \left( \frac{V_{\text{max}}}{\omega} \right)^2 = \lambda_{\text{max}}(\omega)
\]  

(6.46)

The equation for maximum inverter current (Equation 6.40) describes a circle in the \( dq \) current plane. The equation for maximum voltage (Equation 6.46) describes an ellipse in the \( dq \) current plane. Figure 6.32 shows the map of the \( dq \) current plane with the maximum current circle and maximum voltage ellipses. Notice that the maximum voltage is a function of speed as shown in Equation 6.46. Figure 6.32 plots three constant speed constraints, but there is actually an infinite number of ellipses on the plane that vary in size inversely with speed. Figure 6.32 also highlights the constant torque lines for three different amplitudes of torque (both positive and negative). Finally, Figure 6.32 shows the MTPA line. The equation for this line is given by Equation 6.47 shown below [6]:

\[
\text{FIGURE 6.32 } \text{Map of } dq \text{ current plane showing maximum current, maximum voltage, constant torque values, and maximum torque per amp.}
\]
Control of the IPM machine with MTPA utilizes look-up tables or inverse functions to derive d-axis and q-axis currents from the torque command. The analysis above is obviously idealized. The nonlinearities of saturation and inverter deadtime can be accounted for in the look-up tables or inverse functions. The determination of the parameters in the look-up table or the inverse functions used is done by finite-element analysis or measured data.

Synchronous reluctance machines (SynRM) are similar to IPM machines. There are no PMs to produce torque; so, only the second portion of Equation 6.38 exists (the reluctance torque-producing term). The torque equation is given in Equation 6.48.

\[
T_e = \frac{3}{2} \frac{P}{2} (L_{md} - L_{mq}) i_{qs}^* i_{qs}^* \tag{6.48}
\]

For the ideal case of SynRMs, the MTPA occurs when the d-axis and q-axis currents are equal. Here again, look-up tables or inverse functions can be used for MTPA, including the effects of saturation and other nonlinearities.

### 6.2.2.4 Overview of AC Induction Machine Current Control

As with all forms of machine control, there are several techniques of control for AC induction machines (ACIMs), and each technique is with multiple variants. This section will describe two forms of FOC that are suitable for traction control in electric vehicles. These two forms, indirect and direct FOC have a tremendous amount of literature published and this section will only serve as a brief overview.

ACIM control is very similar to BLAC machine control. The currents are transformed into a reference frame aligned with the rf, a PI controller determines commanded voltage, and these commanded voltages are transformed back to the stationary reference frame to be applied by the inverter to the machine windings. The major difference is that the rf is not synchronous with the terminal excitation frequency and must be determined (either directly or indirectly).

#### 6.2.2.5 Differential Equations of ACIM

As described in the previous chapters, the differential equations of the ACIM in a general reference frame are (neglecting zero-sequence terms)

For stator:

\[
v_{qs}^g = r_{qs}^g i_{qs}^g + \frac{d\lambda_{qs}^g}{dt} + \omega \lambda_{ds}^g \tag{6.49}
\]

\[
v_{ds}^g = r_{ds}^g i_{ds}^g + \frac{d\lambda_{ds}^g}{dt} - \omega \lambda_{qs}^g \tag{6.50}
\]

\[
\lambda_{qs}^g = L_{qs} i_{qs}^g + L_m (i_{qs}^g + i_{qr}^g) \tag{6.51}
\]

\[
\lambda_{ds}^g = L_{ds} i_{ds}^g + L_m (i_{ds}^g + i_{dr}^g) \tag{6.52}
\]
For rotor:

\[
\begin{align*}
 v_{qr}^g &= r_i i_{qr}^g + \frac{d\lambda_{qr}^g}{dt} + (\omega - \omega_r)\lambda_{qr}^g \\
 v_{dr}^g &= r_i i_{dr}^g + \frac{d\lambda_{dr}^g}{dt} - (\omega - \omega_r)\lambda_{dr}^g \\
 \lambda_{qr}^g &= L_{iq} i_{qr}^g + L_m (i_{qs}^g + i_{qr}^g) \\
 \lambda_{dr}^g &= L_{id} i_{dr}^g + L_m (i_{ds}^g + i_{dr}^g) \\
 T_e &= \frac{3}{2} \frac{P}{2} L_m (i_{qs}^g i_{dr}^g - i_{qr}^g i_{ds}^g)
\end{align*}
\]

where

\begin{itemize}
  \item \(v_{qr}^g\): q-axis stator voltage  
  \item \(v_{dr}^g\): d-axis stator voltage  
  \item \(i_{qr}^g\): q-axis stator current  
  \item \(i_{dr}^g\): d-axis stator current  
  \item \(\lambda_{qr}^g\): q-axis stator flux linkage  
  \item \(\lambda_{dr}^g\): d-axis stator flux linkage  
  \item \(v_{qr}^g\): q-axis rotor voltage  
  \item \(v_{dr}^g\): d-axis rotor voltage  
  \item \(i_{qr}^g\): q-axis rotor current  
  \item \(i_{dr}^g\): d-axis rotor current  
  \item \(\lambda_{qr}^g\): q-axis rf linkage  
  \item \(\lambda_{dr}^g\): d-axis rf linkage  
  \item \(T_e\): Electromagnetic torque  
  \item \(\omega_e\): Excitation frequency  
  \item \(\omega_r\): Rotor frequency (electrical rotor speed)  
  \item \(r_i\): Stator resistance  
  \item \(L_m\): Mutual inductance  
  \item \(L_{is}\): Stator leakage inductance  
  \item \(L_{iq}\): Rotor leakage inductance  
  \item \(P\): Number of motor poles
\end{itemize}

Using the complex notation defined in Equation 6.30, it is often more convenient to describe the machine as a set of complex vector equations as opposed to the scalar equations described above. This makes comparison of methods more straightforward with the use of the compact notation. It should be noted that the scalar equations can easily be derived from the complex vector equations and vice versa. Equations 6.58 and 6.59 replace Equations 6.49 through 6.56. Here, the “p” operator replaces the common LaPlace operator “s” so that the “s” is not confused with slip in the induction machine. The “p” operator represents the time rate of change of the variable it is operating on.

\[
\tilde{V}_{qds} = r_i \tilde{I}_{qds} + L_{s} (p + j\omega) \tilde{I}_{qds} + L_{m} (p + j\omega) \tilde{I}_{qds}
\]
\[ \nabla_{qdr}^{g} = r_{r} \vec{i}_{qdr}^{g} + L_{r} [p + j(\omega - \omega_{r})] \vec{i}_{qdr}^{g} + L_{m} [p + j(\omega - \omega_{r})] \vec{i}_{qds}^{g} \] (6.59)

\[ T_{e} = \frac{3}{2} P L_{m} \text{Imag}(\vec{i}_{qdr}^{g} \cdot \vec{i}_{qdr}^{g*}) \] (6.60)

where

- \(\vec{v}_{qdr}^{g}\): Complex vector stator voltage
- \(\vec{v}_{qdr}^{g}\): Complex vector rotor voltage
- \(\vec{i}_{qdr}^{g}\): Complex vector stator current
- \(\vec{i}_{qdr}^{g}\): Complex vector rotor current
- \(T_{e}\): Electromagnetic torque
- \(\omega\): Reference frame electrical frequency
- \(\omega_{r}\): Rotor frequency (electrical rotor speed)
- \(r_{s}\): Stator resistance
- \(r_{r}\): Rotor resistance
- \(L_{m}\): Mutual inductance
- \(L_{s} = L_{m} + L_{ls}\): stator inductance
- \(L_{r} = L_{m} + L_{lr}\): rotor inductance
- \(p\): Differential operator
- \(j\): Imaginary number
- \(P\): Number of motor poles
- \(*\): Complex conjugate

### 6.2.2.6 Indirect Field Orientation of ACIMs

ACIM control often uses the same FOC techniques discussed above, but transforms into the rf reference frame as opposed to the synchronous reference frame. Indirect field-oriented control (IFOC) indirectly determines the location of the rf based on the relationship of the slip (excitation speed minus the rotor speed). This is given in Equation 6.61.

\[ \omega_{e} - \omega_{r} = s \omega_{s} = \frac{r_{r} i_{qs}^{g}}{L_{r} i_{ds}^{g}} \] (6.61)

where

- \(\omega_{e}\): Excitation frequency
- \(\omega_{r}\): Rotor frequency (electrical rotor speed)
- \(s\): Slip
- \(s \omega_{s}\): Slip frequency
- \(r_{r}\): Rotor resistance
- \(L_{r}\): Rotor inductance
- \(i_{qs}^{g}\): q-axis stator current
- \(i_{ds}^{g}\): d-axis stator current

This slip frequency is calculated from the machine parameters (rotor resistance, rotor inductance, and mutual inductance) as well as the q- and d-axes stator currents. Therefore, the commanded value of slip frequency is calculated from the commanded values of q- and d-axes stator currents. This commanded slip frequency is integrated to get the commanded value of slip position. The commanded slip position is added to the rotor position to determine the rf reference frame as shown in Figure 6.33. Once the rf reference frame is determined, the same synchronous frame PI current regulators are used as discussed above.
6.2.2.7 Direct Field Orientation of ACIMs

In direct field orientation control (DFOC), the rf angle is “directly” measured (or estimated) rather than calculating it using the slip relationship. Originally, flux sensors were embedded in the stator windings to measure the mutual air gap flux. The mutual air gap flux is the sum of the stator and rotor currents times the mutual inductance as shown in Equation 6.62. Note that these variables are referenced to the stationary frame as that is where the measurements take place. From this, the complex rotor current vector can be derived as listed in Equation 6.63. The rf is then calculated as the air gap mutual flux plus the rotor currents multiplied by the rotor leakage inductance as given in Equation 6.64.

\[
\bar{\lambda}_{qdm}^s = L_m (i_{qds}^s + \bar{r}_q^s) \tag{6.62}
\]

\[
\bar{r}_q^s = \frac{\bar{\lambda}_{qdm}^s}{L_m} - \bar{r}_{qds} \tag{6.63}
\]

\[
\bar{\lambda}_{qdr}^s = \bar{\lambda}_{qdm}^s + L_r \bar{r}_{qds}^s = \bar{\lambda}_{qdm}^s + \frac{L_{Lr}}{L_m} \bar{\lambda}_{qdm}^s - L_r \bar{r}_{qds}^s = \frac{L_m}{L_m} \bar{\lambda}_{qdm}^s - L_r \bar{r}_{qds}^s \tag{6.64}
\]

This approach had two major disadvantages. First, the air gap sensors had reliability problems. Second, the calculation of rf linkage is based on leakage inductance that substantially varies with load.

Most modern methods estimate the rf linkage from measured terminal variables. The terminal voltage minus the IR drop is integrated (the 1/p operator is used for integration) as shown in Equation 6.65. Note again that the variables are referenced to the stationary frame where the terminal quantities are measured. The rf linkage is the stator current times the mutual inductance plus the rotor term times the self-inductance. This is shown in Equation 6.66. The rotor current is solved from Equation 6.66 and given in Equation 6.67. From this, the rf linkage is now solved for in
terms of the stator flux and stator current as given in Equation 6.68. Thus, the \( r_f \) is derived from the terminal voltage and current only.

\[
\lambda = \lambda - q_{ds} s
\]

\[
\lambda = \lambda + q_{dr} s
\]

\[
i_L = \lambda - \lambda'
\]

\[
i_L = \lambda - \lambda^2
\]

\[
i_L = \lambda - \lambda^3
\]

where

\[
L' = L_r - \frac{L_m^2}{L_r}; \text{ Stator transient inductance}
\]

Once the complex \( r_f \) linkage vector is calculated, the magnitude is determined by the square root of the sum of the squares of the d-and q-axes. The \( r_f \) angle (used for transformation in the SFCR) is determined from the inverse tangent of the ratio of the q-axis to d-axis values. This is shown in Figure 6.34.

The main disadvantage of this approach is with low-speed operation. At low speed, the fundamental frequency approaches DC and the applied voltage is low. Both of these conditions lead to integration errors. As the frequency approaches zero, integration of a constant continues to grow without bounds. So, any offsets in measurements will produce ever-increasing errors. The second issue is with low values of stator voltage. At low values of stator voltage and high load (high stator currents), the IR drop becomes an increasing portion of the integration term. Slight errors in resistance estimation or changes with temperature are magnified under these conditions. There has been a lot of work to overcome both issues with DFOC [7].

### 6.3 SWITCHED RELUCTANCE MACHINE CONTROL

There have been significant developments in switched reluctance machines (SRMs) in the past several decades. SRMs have a significant advantage over PMs and induction machines in that there are no magnets or windings on the rotor. The structure of the SRM is extremely robust. It is constructed
of stacked laminations for both the stator and rotor and works on the principle of the reluctance force that attempts to align the magnetic pole of the rotor to the stator when the stator is energized. A typical 6/4 SRM construction is shown in Figure 6.35.

6.3.1 Torque Production in SRMs

Torque is produced in SRMs from the reluctance force on the rotor that attempts to align with the stator poles. While there is a significant amount of literature on torque production and control in SRMs, this section will focus on the basics.

6.3.1.1 Magnetic Characteristics of SRMs

Most machines are pushed up to saturation levels in the magnetic steel in which they are made. They are pushed up to saturation but not significantly beyond because there are diminishing returns for doing so and typically losses increase considerably faster than torque (or mechanical output power) increase when operating above saturation. The SRM is very different in that it is often operated well above saturation in the magnetic steel. It might seem odd that we want to operate the machine that is heavily saturated, but in fact, it is advantageous to do so to aid in the electromechanical energy conversion process.

Since the machine is operated well into magnetic saturation, the characteristic of the machine is highly nonlinear. This is one of the main challenges of controlling these machines. We must first determine what the flux linkage versus rotor position versus current curves are for a given SRM. This can be accomplished by finite-element modeling (FEM) or by measurements. One method of measuring these curves is to lock the machine at various rotor angles and calculate the flux linkage versus current at each of these positions. This is typically done by applying bus voltage to one phase until a desired current is reached. The phase voltage and currents are measured versus time and recorded. The flux linkage versus time is calculated by integrating the phase voltage minus the IR drop and then plotted versus current. Figure 6.36 shows the measured current versus time and the corresponding flux linkage versus current at various rotor positions.

6.3.1.2 Energy/Co-Energy in SRMs

Torque produced in SRMs is derived from a change in energy or co-energy with respect to rotor position. Stored energy in a magnetic field is a familiar concept from basic physics. This section will discuss energy and a new term, co-energy, in SRMs. The stored energy and co-energy in one phase
of an SRM is graphically shown in Figure 6.37. The equation for stored energy is given in Equation 6.69. Co-energy is the portion under the curve of flux linkage versus current at a given position. Co-energy is mathematically expressed in Equation 6.70.

\[
W_f(\lambda, \theta_o) = \int_{0}^{\lambda} i(\lambda, \theta_o) d\lambda \tag{6.69}
\]

where
- \(W_f\): Stored field energy
- \(\lambda\): Flux linkage
- \(\theta\): Rotor position

\[
W_{co}(i, \theta) = i \lambda(i, \theta) - W_f(i, \theta) \tag{6.70}
\]

where
- \(W_{co}\): Co-energy
- \(i\): Stator current
- \(\theta\): Rotor position

**FIGURE 6.36** Measured current versus time and flux linkage versus current for one phase of an SRM for one electrical revolution.

**FIGURE 6.37** Plot of flux linkage versus current showing the stored energy and co-energy in the magnetic field for a given level of flux linkage at a given position.
Stored energy is expressed in terms of flux linkage and rotor position whereas co-energy is expressed in terms of current and rotor position. Either one of these terms can be used to define torque produced by one phase of an SRM.

### 6.3.1.3 Torque Equations in SRMs

The equation for torque produced in an SRM using flux linkage and rotor position as state variables is given in Equation 6.71 and using current and rotor position as state variables is given in Equation 6.72. In both cases, torque is expressed as a change in the quantity (stored energy or co-energy) with rotor position at a fixed value of flux linkage or current, respectively.

\[
T(\lambda, \theta_r) = \left. -\frac{\partial W_f(\lambda, \theta_r)}{\partial \theta_r} \right|_{\lambda=\text{const.}} \quad (6.71)
\]

\[
T(i, \theta_r) = \left. \frac{\partial W_{co}(i, \theta_r)}{\partial \theta_r} \right|_{i=\text{const.}} \quad (6.72)
\]

The point at \(\lambda_0, i_0\) represents the total electrical energy input into the system. A graphical example of Equation 6.71 is shown in Figure 6.38. This highlights the change in stored field energy with a change in rotor position. The instantaneous torque is this change in stored energy with an infinitesimal change in rotor position.

### 6.3.1.4 Torque Equations in Unsaturated SRMs

As previously stated, it is typical to run an SRM heavily into saturation. However, at light loads, the machine is not saturated. Additionally, it is more convenient to look at the basics of machine control with the machine unsaturated. This simplifies the analysis and the concepts can be extended to the saturated machine case. Figure 6.39 shows the flux linkage versus current showing stored energy and co-energy with and without magnetic saturation.

Figure 6.39 also highlights why SRMs are typically operated heavily into saturation. In the unsaturated case, half of the input electrical energy goes into stored field energy (as represented by the triangular area). This is equivalent to a power factor equal to 0.5 and therefore increases the volt-ampere ratings of the power electronics for a given output power. The further the machine is pushed into saturation, the lower the percentage of stored field energy to input electrical energy, thus increasing the effective power factor.

For unsaturated operation of the machine, the co-energy and corresponding torque are given by Equations 6.73 and 6.74.

![Figure 6.38](https://www.electronicbo.com)  
**FIGURE 6.38** Plot of flux linkage versus current showing torque as the differential stored energy as a function of position for a fixed flux linkage.
Equation 6.74 highlights one of the difficulties in controlling torque in an SRM. Even with the simplification, the machine is operated without saturation, and torque is still a nonlinear function of current. Equation 6.74 also shows that torque production is independent of the direction of current because it is proportional to the current squared. The sign of torque (positive or negative) is dependent on the change of inductance with rotor position.

A further simplification in SRM control is that the inductance linearly changes with position. An idealized phase inductance versus rotor position plot is shown in Figure 6.40 for a 6/4 SRM. Figure 6.41 shows torque production in an idealized SRM for both the motoring case (positive torque) and generating case (negative torque). Note again that the sign of the torque is only dependent on the change of inductance with rotor position.

The standard inverter bridge for a three-phase 6/4 SRM is shown in Figure 6.42. Figure 6.43 shows the operation of one phase of the inverter. With both switches in the phase turned on, the bus voltage is applied across the winding. Note that the phase winding is placed in between the two switches; so, shoot through conditions that exist in AC inverter bridges that do not occur in SRMs. When both switches are opened, the current in the winding continues to flow through the
reverse-blocking diodes until it reaches zero. During this time, negative bus voltage is applied to the winding, driving the current to zero as quickly as possible. There are many different topologies of SRM inverters that have been implemented, but ultimately, they have the same goal in terms of regulating current in the machine to regulate torque. This chapter only focuses on the standard two-switch, two-diode-per-phase implementation.

Typically, a simple hysteresis-type current controller is used to regulate current. The hysteresis current controller is shown in Figure 6.44. The output of the hysteresis controller is a gate command to the inverter stage. If the command is 1, the two switches are turned on and +Vdc is applied across the phase winding. If the command is 0, the two switches are turned off and –Vdc is applied across the windings (until the current reaches zero). The output is summarized in Equation 6.75.

\[
S = \begin{cases} 
1 & \text{if } i_{err} > \delta \\
0 & \text{otherwise}
\end{cases}
\]
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\[ S = 0 \quad \text{if } i_{\text{err}} < \delta \]

\[ S \text{ remains unchanged} \quad \text{if } -\delta < i_{\text{err}} < \delta \]  

(6.75)

where

\( S \): Switch state (\( S_1 \) and \( S_2 \) in Figure 6.43)

The hysteresis current controller is used to control the commanded current value. Since torque is a nonlinear function of current, it is common for look-up tables to be used to map torque command to current command since no closed-form solution exists. A high-level block diagram of the SRM controller is shown in Figure 6.45.

As the speed of the SRM increases, the time required to bring the phase current to the commanded value or from the commanded value to zero cannot be neglected. The phase inductance limits the rate of rise of current into the phase winding. The higher the speed, the more advance angle is required to get the current to the commanded level when the change of inductance is positive (for motoring operation). Figure 6.46 shows low-speed and high-speed motoring operation for a typical SRM. At high speed, the current is no longer pulse width modulated. This is known as single-pulse operation as the switches are turned on once during each phase’s excitation. Note the adjustment of \( \theta_{\text{on}} \) (turn-on angle) and \( \theta_{\text{off}} \) (turn-off angle) as the speed increases. These angles are

\[ v_{\text{a}} = +V_{dc} \quad i_s = i_a \]

\[ v_{\text{a}} = -V_{dc} \quad i_s = -i_a \]
often optimized and stored in a look-up table as well. The look-up table thus takes in torque command as an input and outputs turn-on time, turn-off time, and current command as a function of speed. This can be a highly nonlinear function and must be optimized for each new SRM.

One additional drawback of SRMs is the significant torque ripple associated with their operation. There has been a considerable amount of research that aims to minimize this torque ripple by either machine design (modifying the pole geometry) or by shaping the phase currents to achieve a more constant torque throughout the rotation of the rotor. Each specific application determines the need for torque ripple requirements. Modern internal combustion engines have significant torque ripple associated with the firing of cylinders. This torque ripple has been managed by simple flywheels since the advent of the internal combustion engine.

6.4 SPEED CONTROL IN MACHINES

Speed control in electric machines is straightforward for applications requiring modest specifications, and more difficult in cases that require tightly regulated speed control. For simple cases with modest bandwidth requirements, simple proportional or proportional plus integral plus derivative (PID) control is used. As an example, a radiator fan might be required to run at a constant speed in an on/off arrangement (on when additional cooling is required, off when it is not), or it may be used in a variable-speed application where the fan speed is proportional to the cooling needs of the system. In either case, the bandwidth and accuracy requirements are modest. The fan speed can be regulated to ±5% and has bandwidth requirements in the low (0.1–2) Hz range.

Higher accuracy or higher bandwidth speed loop requirements dictate tighter control. This tighter control needs more accurate sensors (or accurate estimation techniques) as well as a means to reject disturbances quickly. Most of the previous sections in this chapter focused on regulating torque in electric machines. High bandwidth torque regulation allows us to tightly regulate speed control. Assuming the bandwidth of the torque regulator is sufficiently faster than the bandwidth of
the speed loop that we are trying to achieve, the model of the system can be greatly simplified. A model of a simple DC machine with high bandwidth torque control can be simplified as shown in Figure 6.47.

The goal of the speed loop then becomes to derive a commanded torque that will regulate the speed to a commanded value. Separating out the control loops into a torque loop and a speed loop greatly simplifies the problem of controlling speed.
6.4.1 **Classical Methods of Speed Control**

Before looking at speed control with a cascaded torque loop, let us first look at the simple example of a brush DC machine where only the armature voltage is controlled. It is important to note that the machine speed can be controlled by increasing or decreasing the armature voltage. A current (torque) loop is not required; however, it is often used to ensure that the currents do not exceed rated device values. Speed control of a DC machine without a current loop is shown in Figure 6.48, where $G_{\text{controller, } \omega}$ must be defined.

The block diagram is simplified (neglecting the load torque) by determining the transfer function of speed output to a given voltage input. This relationship is found through algebraic manipulation and is given in Equation 6.76. The block diagram then reduces to Figure 6.49.

$$\frac{\omega(s)}{V_a(s)} = \frac{K_i}{JL_a s^2 + (JR_a + La b)s + R_a b + K_t K_i}$$  \hspace{1cm} (6.76)

While Figure 6.49 has a simplified DC machine model (ignores load torque), it does not provide an intuitive method of determining what the controller structure should be. If a PID controller is
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used, the values for each term (proportional, integral, and derivative) must be determined or tuned in the application.

6.4.1.1 Classical Control: Proportional Speed Loop

Since a current feedback device is used in almost all modern motor controllers for device and machine protection, this feedback is available for current (torque) loop control. Closing the current (torque) loop allows the separation of torque and speed loops. Returning to Figure 6.47, we can close a simple proportional speed loop around this simple model as shown in Figure 6.50.

The transfer function for speed (as a function of input speed command and load torque) is shown in Equation 6.77. Neglecting load torque, the speed loop transfer function (speed response over speed command) is given in Equation 6.78. Even neglecting load torque, there are steady-state speed errors. In the steady state \( s = 0 \), the ratio of speed response to speed command is not unity (implying that the actual speed equals the commanded speed). The steady-state error is given in Equation 6.79.

\[
\omega(s) = \frac{K_{pv}\omega^* - T_L}{Js + (K_{pv} + b)} \quad (6.77)
\]

\[
\frac{\omega(s)}{\omega^*(s)} = \frac{K_{pv}}{Js + (K_{pv} + b)} \quad (6.78)
\]

\[
\omega_{err,ss} = 1 - \frac{\omega(s)}{\omega^*(s)} \bigg|_{s=0} = 1 - \frac{K_{pv}}{K_{pv} + b} - \frac{b}{K_{pv} + b} \quad (6.79)
\]

By making the proportional gain \( K_{pv} \) arbitrarily big, we can make the error arbitrarily small. However, there are practical limits on how large the proportional gain can be increased. Setting the gain too large makes the system responsive to noise. Additionally, the system is not truly a first-order equation. The idealized assumption made in the torque loop eventually breaks down at higher frequencies, and nonlinearities in the system ultimately lead to instabilities with excessive controller gains.

6.4.1.2 Classical Control: Proportional PI Speed Loop

In the case of the proportional-only controller, the damping term leads to steady-state errors as shown in Equation 6.79. Now, we can explore using a PI controller for speed control. The same approach that was used in current regulation can be used here. Figure 6.51 shows the DC machine with an ideal torque regulator with a PI speed loop controller. The inertia and damping terms can be reformed to a mechanical time constant as was done for the electrical system above. The same plant pole, controller zero cancelation technique will be used as was done for the current loop above.

\[
\omega^* + \]

\[
K_{pv}
\]

\[
T^w
\]

\[
T_{ew}
\]

\[
\frac{1}{Js + b}
\]

\[
\omega
\]

FIGURE 6.50 Simplified DC machine block diagram with an ideal torque regulator with a proportional speed loop.
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With ideal pole/-zero cancelation, the block diagram reduces to Figure 6.52. The transfer function for this system is given in Equation 6.80. The steady-state error for this system is zero.

\[
\frac{\omega(s)}{\omega^*(s)} = \frac{K_w}{b\tau_c + K_{iv}}
\]  

(6.80)

6.4.1.3 State Feedback Control

Returning to the simplified model in Equation 6.76 where a current (torque) loop is used, physical intuition can be applied to determine what the controller structure should be. The first thing to note is that the viscous-damping term can be separated from the mechanical block \((J s + b)\) in Figure 6.47. This is shown in Figure 6.53. This simple change shows the physical state feedback nature of viscous damping and forms the beginning of a methodology of control [3]. For example, if an estimate of viscous damping is fed back into the torque command, the viscous-damping term can be decoupled. This is shown in Figure 6.54a where the "\(^{\text{\~}}\)" denotes an estimated variable.

Figure 6.54b shows the system with the viscous damping decoupled with a proportional speed loop. Since the proportional gain takes speed error and generates a torque command, it has units of torque per rate of speed (Nm/rad/s in SI units). This is the same units as the physical-damping
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The transfer function for the speed loop is given in Equation 6.81. It is clear from Equation 6.81 that the steady-state error of this system is zero if the estimated value of viscous damping is equal to the actual value. This zero steady-state error occurs without an integrator in the controller that simplifies the system and eliminates overshoot. Additionally, if the physical damping is decoupled, it is easy to tune the value of active damping required for the system. One very attractive feature is this value can be measured in the lab with the appropriate equipment (a torque and speed transducer).

\[
\frac{\omega(s)}{\omega'(s)} = \frac{b_a}{J_s b + (b - b_a)}
\]  

Typically, viscous damping is caused by grease in bearings that produce drag torque as a function of speed. In reality, this damping coefficient has a slight dependence on load and a strong dependence on temperature (especially at cold temperatures). The total friction can be a nonlinear function of speed as well. No matter how this function varies (as a function of load, temperature, speed, or any combination thereof), if it can be quantified, it can be decoupled. Figure 6.55 shows the friction torque as a nonlinear function of speed. Each of the coefficients can be mapped out in terms of any other dependence (i.e., temperature). By accurately estimating each of these coefficients, the nonlinear relationship is decoupled in the same manner that the simple linear relationship was.

With the state feedback approach, it is easy and intuitive to decouple physical system parameters that adversely affect the system response and augment the parameters that are desired. This technique is also extended to applications in which position must be controlled.

**FIGURE 6.53** Simplified DC machine block diagram with ideal torque regulator with viscous damping term shown as physical state feedback.

**FIGURE 6.54** Simplified DC machine block diagram with ideal torque regulator with viscous damping state feedback decoupling (a) and with speed loop added (b).
6.5 CONCLUSION

This chapter presented an overview of electric machine control. Electric machine control is a very broad and very deep topic and is difficult to quantify in one chapter. In an attempt to narrow the scope, we first focused on torque control in electric machines. One method was highlighted in this chapter, specifically the control of electromagnetic torque by tightly regulating current in the machine. It should be noted that there are other techniques for directly controlling the torque in an electric machine without regulating torque [8]. While this in itself is a broad topic, it was felt that we would lose focus by presenting too many topics. The advantage of focusing on current regulation in machine control is that many of the same techniques can be extended to speed control. Also, by focusing on torque control, we attempt to get the machine to behave as an ideal torque modulator (i.e., the actual value of torque is equal to the commanded value of torque within a specified performance bandwidth). This allows us to decouple the mechanical and electrical interactions of electric machines. It also allows us to keep the same control strategies regardless of whether the machine is an induction motor or a PM motor. This abstraction in the torque loop also simplifies the speed loop analysis.

The reader is strongly encouraged to additional topics not discussed here. Additional topics of interest in machine control in electric vehicle applications include position sensorless control and other estimation techniques. These become especially important in electric vehicles where cost reduction and reliability make these techniques extremely attractive.

PROBLEMS

6.1 Figure P6.1 shows the physical system of a DC machine without any control. From this diagram:

a. Derive the transfer function for speed output as a function of voltage input \( \omega(s)V(s) \)

Hint: Neglect the load torque input \( T_L(s) \).

FIGURE 6.55  Simplified DC machine block diagram with ideal torque regulator with nonlinear friction and nonlinear friction decoupling.
b. Derive the transfer function for speed output as a function of load torque input \(\omega(s)/T_l(s)\). *Hint:* Neglect the voltage input \(V(s)\).

6.2 Figure P6.2 shows a locked rotor DC machine with a current regulator. In this case, the voltage amplifier is not assumed to be unity but rather has a gain of \(K_v\). For this problem:

a. Derive the transfer function for current output as a function of current command input \(I(s)/I'(s)\).

b. Determine the values of controller gains \(K_p\) and \(K_i\) in terms of the armature inductance \(L_a\), armature resistance \(R_a\), voltage amplifier gain \(K_v\), and desired bandwidth \(f_d\).

6.3 A PM DC machine has the following parameters:

\[
\begin{align*}
V_a &= 500 \text{ V} \quad \text{Armature voltage} \\
R_a &= 60 \text{ m\Omega} \quad \text{Armature resistance} \\
L_a &= 60 \text{ \mu H} \quad \text{Armature inductance} \\
P_r &= 150 \text{ Hp} \quad \text{Rated power} \\
\omega_{nl} &= 1800 \text{ rpm} \quad \text{No-load speed} \\
\omega_r &= 1750 \text{ rpm} \quad \text{Rated speed (at rated power)}
\end{align*}
\]

For this problem:

a. Determine the back EMF constant \(K_c\).

b. Determine the rated torque and rated current.

c. Given a PI controller that is used to regulate current, find the proportional in integral gains necessary to achieve a 1000 Hz bandwidth.

6.4 Given the following currents in an AC machine:

\[
\begin{align*}
i_{as}(t) &= I_m \cos(\omega t) \\
i_{bs}(t) &= I_m \cos\left(\omega t - \frac{2\pi}{3}\right) \\
i_{cs}(t) &= I_m \cos\left(\omega t + \frac{2\pi}{3}\right)
\end{align*}
\]

With no zero sequence term, that is, \(i_{as}(t) + i_{bs}(t) + i_{cs}(t) = 0\)

For this problem:

a. Find \(i_{qs}(t)\) and \(i_{ds}(t)\).

b. Using \(\theta = \omega t\) as, the rotary transformation variable, and the transforms of Figure 6.27, find \(i_{qs}(t)\) and \(i_{ds}(t)\).

c. Plot \(i_{qs}(t), i_{ds}(t), i_{qs}^e(t),\) and \(i_{ds}^e(t)\) by two electrical cycles on the same graph.

6.5 For PMSMs:

a. Describe the major differences between surface PM and interior PM machines.

b. Describe torque control in terms of q-axis and d-axis currents.

c. Describe what typical speed versus torque curves look like for surface PM and interior PM machines.
6.6 The figure below shows the equivalent circuit of a separately excited DC machine. Torque is proportional to the product of the armature current and the field current. Explain why torque is controlled by regulating the armature current as opposed to the field current. Also explain when the field current would be adjusted.

\[
\tau_e = \frac{K_e}{K_i} \\
\tau_m = \frac{J}{b}
\]

6.7 Figure P6.3 shows an ideal torque control drive (dynamics are sufficiently fast so that they can be neglected) in pole/zero form. The motor viscous damping and inertia are

\[
b = 1.5 \times 10^{-5} \text{ Nm rad/s armature voltage}
\]
\[
J = 5 \times 10^{-5} \text{ kg \cdot m}^2 \text{ armature voltage}
\]

For this problem, determine the values of \( K_{pv} \) and \( K_{iv} \) to achieve a 50 Hz speed loop bandwidth.

6.8 Describe the difference between indirect and direct rf orientation of induction machines.

6.9 What are the two benefits of SRMs over more conventional motors? What are the two drawbacks?
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7.1 INTRODUCTION

Electrical energy storage systems (ESS) have a history that dates back to at least 1745 when Musschenbroek and Cunaeus were able to store charge in a glass filled with water to produce an electric shock. A simplified approach consisting of metal foil wrapped around the inside and outside of the jar led to the development of the Leyden Jar, essentially a capacitor that stores energy electrostatically. In 1748, Benjamin Franklin coined the term “battery” to describe an array of charged glass plates. A few decades later in 1786, Galvani’s famous experiments involving twitching frog legs and dissimilar metals lead him to believe that bioelectricity was responsible for the apparent electricity. Volta was not satisfied with Galvani’s explanation and showed in 1799 that combining dissimilar metals that are separated by a salt/acidic solution can generate electricity. A series of these rudimentary electrochemical cells became known as the Volta pile, it became one of the first commercially available batteries.

In the early days of the automotive industry, vehicles powered by electrical energy storage using batteries competed with designs based on internal combustion (IC) engines. The latter became dominant and for the better part of the twentieth century, the use of automotive batteries was limited to basically providing starting energy and powering electronics and lights. Now, in the twenty-first century, the increased electrification of automobiles is driven by goals of increasing vehicle efficiency, ensuring long-term sustainability of the automobile sector, and minimizing negative environmental impacts. Many electrified vehicles have been developed and are commercially available. Table 7.1 lists a variety of vehicles that have employed significant electrical energy storage. The list is dominated by electrochemical-based storage due to its technological maturity.

<table>
<thead>
<tr>
<th>Company</th>
<th>Country</th>
<th>Vehicle Model</th>
<th>Battery Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>GM</td>
<td>United States</td>
<td>Chevy-Volt, Spark</td>
<td>Li-ion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Saturn Vue Hybrid</td>
<td>NiMH</td>
</tr>
<tr>
<td>Ford</td>
<td>United States</td>
<td>Escape, Fusion, MKZ HEV</td>
<td>NiMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Escape PHEV, and Focus EV</td>
<td>Li-ion</td>
</tr>
<tr>
<td>Toyota</td>
<td>Japan</td>
<td>Prius, Lexus</td>
<td>NiMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Scion iQ EV, RAV4 EV</td>
<td>Li-ion</td>
</tr>
<tr>
<td>Honda</td>
<td>Japan</td>
<td>Civic, Insight</td>
<td>NiMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fit EV</td>
<td>Li-ion</td>
</tr>
<tr>
<td>Hyundai</td>
<td>South Korea</td>
<td>Sonata</td>
<td>Li polymer</td>
</tr>
<tr>
<td>Chrysler/Fiat</td>
<td>United States</td>
<td>Fiat 500e</td>
<td>Li-ion</td>
</tr>
<tr>
<td>BMW</td>
<td>Germany</td>
<td>X6</td>
<td>NiMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mini E, ActiveE</td>
<td>Li-ion</td>
</tr>
<tr>
<td>BYD</td>
<td>China</td>
<td>E6</td>
<td>Li-ion</td>
</tr>
<tr>
<td>Daimler Benz</td>
<td>Germany</td>
<td>ML450, S400</td>
<td>NiMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Smart EV</td>
<td>Li-ion</td>
</tr>
<tr>
<td>Mitsubishi</td>
<td>Japan</td>
<td>iMiEV</td>
<td>Li-ion</td>
</tr>
<tr>
<td>Nissan</td>
<td>Japan</td>
<td>Altima</td>
<td>NiMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Leaf EV</td>
<td>Li-ion</td>
</tr>
<tr>
<td>Tesla</td>
<td>United States</td>
<td>Roadster, Model S</td>
<td>Li-ion</td>
</tr>
<tr>
<td>Think</td>
<td>Norway</td>
<td>Think EV</td>
<td>Li-ion/sodium–Ni–Cl</td>
</tr>
<tr>
<td>Iveco</td>
<td>Italy</td>
<td>Electric Daily</td>
<td>Sodium–Ni–Cl</td>
</tr>
</tbody>
</table>

There is a large amount of research and development effort to improve electrical ESS for vehicles to make them practical alternatives to vehicles powered only by IC engines. One aspect has focused on only improving electrochemical-based storage through improved chemistries, new materials, or improved pack/cell designs. A variety of chemistries have been explored. Another approach considers adding electrostatic-based storage to complement electrochemical batteries. This is being explored at both the pack and cell levels, for example, hybrid packs employing separate battery and ultracapacitor cells, and/or hybrid cells that exhibit both battery and ultracapacitor characteristics.

This chapter begins by discussing energy storage requirements for electrified vehicles. A section on electrochemical-based storage then follows, where four different types are described: lead-acid, nickel metal hybrid, lithium-ion, and sodium nickel chloride. A discussion on ultracapacitor cells is given in Section 7.4 where two subtypes are described: electric double-layer capacitors (EDLCs) and ultracapacitors with pseudocapacitance. Characteristic terminology and performance parameters are presented in Section 7.5. This is followed by modeling in Section 7.6. Section 7.7 presents time/frequency domain testing and measurement approaches used to characterize ESS. Pertinent aspects and approaches to packs, management systems, and cell balancing are highlighted in the Section 7.8. Section 7.9 concerns battery state and parameter estimation.

7.2 ENERGY STORAGE REQUIREMENTS FOR ELECTRIFIED VEHICLES

With hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs), and electric-only vehicles (EVs) approaching the point of entering the market in mass-production volumes, the search has intensified for advanced energy storage technologies that offer the ESS with increased energy density, power density, durability, safety, and affordability.

Despite advancements in recent years of lithium-based batteries for electrified vehicle application, this battery technology remains expensive and the realistic electric-only driving range with a fully charged battery is still very limited when compared to conventional IC engine-powered vehicles. Research continues into a wide range of alternative energy storage technologies that appear to offer varying degrees of promise in performance and ability to meet market requirements for electrified vehicles.

Critical measures of an ESS performance are

1. Safety: Ensure safe operation of ESS, no risk of thermal runaway, or exothermic behavior in the event of a crash or short circuit.
2. Cycle life: The number of full charge/discharge cycles until the ESS reaches end-of-life (EOL) condition; the definition of EOL condition varies with the usage of the ESS. One commonly used EOL condition is battery’s remaining capacity at 80% of its beginning-of-life (BOL) capacity.
3. Calendar life: The calendar longevity of the ESS when it is at storage (month or year).
4. Energy density: The amount of energy each kilogram or liter of ESS contains (Wh/kg and Wh/L).
5. Power density: The amount of power each kilogram or liter of ESS delivers per second (W/kg and W/L).
6. Charge acceptance capacity: The amount of energy the ESS absorbs per second (W/kg and W/L).
7. Cost: $ per kWh.

The ultimate goal for ESS performance would be to offer similar energy and power densities to petroleum fuels used in conventional vehicles, with a comparable cost of an IC engine. However, this is not feasible with the current technology and a compromise has to be made. A number of organizations have set targets for future ESS requirements. As of 2013, the U.S. Advanced Battery Consortium
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(USABC) has set a 15-year life target for an ESS, with different requirements for HEV and PHEV applications. For HEVs, the target is a 300 W/L power density combined with >25 kW power delivery for 10 s at <$20 per kW. For PHEV applications, the target is 3.4 kWh usable energy or 16 km all-electric range, discharge of 45 kW for 10 s at a cost of <$500 per kWh. These goals are intended to bring ESS costs in line with conventional IC engines. Although the ESS technology can advance at least 5% per year in the near future as industry expected, the USABC’s target is hard to reach before 2020.

The spider web in Figure 7.1 shows the major ESS performance metrics, which compares the performance of state-of-the-art Li-ion technology with USABC ESS targets for EVs. Li-ion technology suffers from a number of trade-offs between power and energy density, cycle life, safety, temperature, and a number of other factors discussed here. With the improvement in engineering capabilities and reduced Li-ion battery cost, a combination of ultracapacitors and Li-ion batteries could achieve a very-high-power density, high-energy density, longer cycle life, and cold-temperature performance.

7.2.1 Energy Density and Specific Energy

Energy density is the amount of energy stored per unit volume for an energy storage device. Specific energy is the amount of energy stored per unit mass. Electrical energy requirements for HEVs differ from those for pure electric vehicles and PHEVs; these requirements affect the design of ESS. For pure electric vehicles, a large amount of energy must be stored to transport the vehicle over an acceptable range and therefore, a high-energy density is required. However, the total energy storage is limited by weight, size, and cost of the ESS. Therefore, a key target in the development of ESS for electric vehicles is to maximize energy density and specific energy.

The trends in energy density of advanced batteries have shown a considerable improvement over time. In the past, EVs used lead-acid batteries with a low specific energy of <50 Wh/kg and energy density <90 Wh/L. Li-ion cells today can be manufactured with energy densities as high as 175 Wh/L and specific energy of 144 Wh/kg, with a targeted value of 200 Wh/kg. The basic energy storage capability of base materials determines the theoretical energy density and it is this that will
limit the density of future technologies. For example, the theoretical maximum for Li-ion is over 300 Wh/kg, but these maximums are not realistic because the cells are not 100% efficient for a number of reasons. 700 Wh/kg energy density is needed to bring ESS closer to liquid fuels. This will require new ESS cell materials or novel energy storage solutions. Therefore, long-term targets for cost reduction and energy density improvement will require a technological breakthrough in battery cell chemistry.

7.2.2 **Power Density and Specific Power**

Power density is the amount and rate at which that energy can be delivered per unit volume, whereas specific power is per unit mass. For mild and full HEVs, where the main source of energy is petroleum fuel, the electrical energy requirement is limited. The ESS provides a power boost for rapid acceleration and energy recapture via regenerative braking; therefore, the ESS requires a higher power density over a short period. For this reason, ultracapacitors perform particularly well in low-energy, frequent stop–start cycles, compared to electrochemical cells.

The main differences between an ESS device optimized for use in a PHEV and EV (high-energy density) and the one optimized for use in a HEV (high-power density) are the size of the ESS and the relative quantities of active materials. A high-power lithium cell may have 1.3 kW/kg specific power and a specific energy of 70 Wh/kg, about half the specific energy of the high-energy lithium cell. Figure 7.2 shows the power-to-energy ratio (P/E) requirement for different HEV, PHEV, and EV applications. It should be noted that battery packs have lower energy and power densities than individual cells due to the packaging factor. Typically, a packaging factor of 0.6–0.8 is applied to cell power and energy density to calculate these densities for packs; therefore, only 0.6–0.8 kWh/kg energy density can be reached for a pack formed with cells with 1 kWh/kg energy density.

7.2.3 **Cycle Life and Calendar Life**

Cycle life is a measure of the longevity of the ESS based on the number of charge and discharge cycles it can achieve. The number of cycles illustrates how often an ESS device can be charged and discharged repeatedly before an EOL condition is reached, for example, lower limit of the capacity, or maximum limit of cell impedance. EOL capacity is often set at 80% of the nominal capacity at BOL. Depending on the application, the ESS will be cycled through a number of charge and discharge cycles by a specific amount known as depth of discharge (DOD). For EV applications,
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A high DOD is required, to maximize the range of the electrified vehicle. For HEV applications, the DOD will be low, but a much higher number of cycles will be needed due to higher cycling of energy throughput.

Calendar life is a separate measure, based on the calendar longevity of the ESS. The ESS can deteriorate as a result of chemical side reactions that proceed not only during charging and discharging, but also during storage. ESS design, storage temperature, and the charge state affect the shelf life and the charge retention of an ESS.

Lead-acid batteries may be limited to only 500 deep discharge cycles, limiting their suitability for an EV. For conventional vehicles, the cycle life of a 12-V battery will be measured in terms of the number of vehicle starts. Typically, this could be over 30,000 cycles before replacement is necessary. For a microhybrid application with engine stop–start capability, the cycle life will be considerably higher, of the order of 150,000 starts. In these applications, the batteries are only used to start the vehicle and therefore, DOD is relatively low, usually <10%. But for microhybrid application, the power requirement is high and there are a greater number of charges and discharges that the battery has to capture energy during regenerative braking. Advanced lead-acid batteries such as valve-regulated lead-acid batteries offer improved performance for deep cycle and deep discharge applications. On larger vehicles, these could be coupled with ultracapacitors or replaced by more expensive Li-ion technologies. For PHEVs, the DOD will be as high as 80%, and for EVs, it will be >90%. For PHEVs, the trade-off between microcycles (power/acceleration) and deep cycles (energy/range) creates a challenge for Li-ion-based batteries. According to the USABC, Li-ion can achieve over 300,000 50 Wh pulse cycles satisfactorily. However, whether or not this can be achieved over deep cycles remains to be seen. The USABC’s 15-year target, at 330 days per year is 5000 deep cycles, a more modest 10 years is still 3300 cycles. This still remains a challenge for many cell chemistries.

7.2.4 Operating Temperature

Typically, the operating temperature range for an automotive ESS is from about −40°C to about 60°C, while the specific impact on performance varies by application. Most ESS technologies, especially the standard Li-ion, will likely suffer a decrease in cycle life at extreme high temperatures and/or lower power capabilities at extreme low temperatures. Li-ion is typically more susceptible than lead-acid to performance degradation due to extreme temperatures, which requires Li-ion battery systems to be built with a heating mechanism for cold-weather operation and cooling for extreme heat, which adds cost, weight, and additional system complexity.

7.2.5 Safety

It is of crucial importance to choose the right ESS in combination with the correct charge, discharge, and storage conditions to assure optimum, reliable, and safe operation. Li-ion batteries, unlike other ESS devices, typically have a flammable electrolyte kept in pressure. A too low end-of-discharge voltage, a too high end-of-charge voltage, or a too high charge or discharge rate can not only affect the lifetime and the cycle life but it can also amount to abuse of the equipment resulting in possible venting, rupture, or explosion of the cell. While charging at temperatures below 0°C, the anode of the cells gets plated with pure lithium, which can compromise the safety of the whole pack. Short circuiting a battery will cause the cell to overheat and possibly to catch fire. Adjacent cells may then overheat and fail, possibly causing the entire battery pack to ignite or rupture. To avoid this, a cell and/or a battery should include protective devices to avoid:

- Application of too high charge or discharge rates
- Improper charge or discharge voltage or voltage reversal
- Short circuiting
- Charging or discharging at too high or too low temperatures
To ensure that the right operating conditions are used, a battery management system (BMS) is used to monitor the cell voltage, current, and temperature conditions, and to ensure proper operation condition of the battery system.

### 7.2.6 Outlook

The Ragone plot is commonly used for performance comparison of various energy-storing devices. On such a chart, the values of energy density (in Wh/kg) versus power density (in W/kg) are plotted. Both axes are logarithmic, which allows comparing the performance of very different devices. The Ragone chart in Figure 7.3 shows the current state of the art and the comparison of different ESS technologies. Li-ion, which is currently the leading ESS solution for electrified vehicle application, still has a long-reaching target to meet USABC performance requirements. Detailed USABC long-term targets are summarized in Table 7.2. Continuous search of new ESS technologies with high potential will not stop in the foreseeable future. A comparison of current ESS technologies is given in Table 7.3.

#### FIGURE 7.3   Comparison of different electric storage systems via Ragone plot.

#### TABLE 7.2   USABC Goals for Advanced Batteries for EVs

<table>
<thead>
<tr>
<th>Parameter of System (Units)</th>
<th>Minimum Long-Term Goal</th>
<th>Desired Long-Term Goal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power density (W/L)</td>
<td>460</td>
<td>600</td>
</tr>
<tr>
<td>Specific power discharge 80% DOD/30 s (W/kg)</td>
<td>300</td>
<td>400</td>
</tr>
<tr>
<td>Specific power—Regen 20% DOD/10 s (W/kg)</td>
<td>150</td>
<td>200</td>
</tr>
<tr>
<td>Energy density—C/3 discharge rate (Wh/L)</td>
<td>230</td>
<td>300</td>
</tr>
<tr>
<td>Specific energy—C/3 discharge rate (Wh/kg)</td>
<td>150</td>
<td>200</td>
</tr>
<tr>
<td>Specific power/specific-energy ratio</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Total pack size (kWh)</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>Life (years)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Cycle life—80% DOD (cycles)</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Power and capacity degradation (%)</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Selling price ($/kWh)</td>
<td>150</td>
<td>100</td>
</tr>
<tr>
<td>Operating temperature (°C)</td>
<td>−40 to 50</td>
<td>−40 to 85</td>
</tr>
<tr>
<td>Normal recharge time (h)</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>High rate charge (min)</td>
<td>30 (20%–70% SOC)</td>
<td>15 (40%–80% SOC)</td>
</tr>
<tr>
<td>Continuous discharge in 1 h (% of capacity)</td>
<td>75</td>
<td>75</td>
</tr>
</tbody>
</table>
7.3 ELECTROCHEMICAL CELLS

7.3.1 BASIC PHYSICS AND ELECTROCHEMISTRY

Electrochemical cells operate by converting electrical energy into chemical energy through a pair of reduction–oxidation (redox) reactions. In redox reactions, electrons are transferred. Redox reactions in electrochemical cells take place with a reduction reaction at one electrode and an oxidation reaction at the other. This is possible by the transferal of electrons from the electrode suffering oxidation to the one being reduced. The particularity in batteries is that these reactions take place in separate places in the battery, forcing the electrons to travel from one electrode to the other. If the load to be powered is located in the electrical path the electrons are moving through, then power can be used to generate work. The following terminology is used to define redox reactions:

- **Reduction**: A gain of electrons or a decrease in the oxidation state.
  - An example reduction reaction: \( A^{n+} + ne^- \rightarrow A \)
- **Oxidation**: A loss of electrons or increase in the oxidation state.
  - An example of an oxidation reaction: \( A^- \rightarrow A + ne^- \)
- **Reducing agent**: Also known as a reducer, it is a substance that donates electrons to another species, and as such, it is said to have been oxidized.
- **Oxidizing agent**: Also known as an oxidizer, it is a substance that accepts electrons from another species, and as such, it is said to have been reduced.

In typical chemical redox reactions, electrons are transferred between molecules. An electrochemical reaction is one that is either facilitated through an externally applied voltage, for example, electrolysis, or one that generates an electric voltage. Electrochemistry deals with cases where redox reactions are separated by space or time and connected by an external circuit. Rather than redox occurring simultaneously at a common location, electrons flow externally to enable redox to occur at different places and at different times.

Electrochemical cells can be classified as galvanic cells or electrolytic cells. A galvanic cell is one that spontaneous redox reactions occur and produce positive cell voltages. Nonrechargeable batteries can be referred to as galvanic cells. Electrolytic cells involve nonspontaneous redox reactions that are driven by an externally applied voltage. Rechargeable (secondary) batteries act as galvanic cells when discharged and as electrolytic cells when charged.
An electrochemical cell contains the following three basic parts: positive electrode, negative electrode, and electrolyte. The electrodes are typically referred to as the anode and cathode, and the exact definition depends on whether the cell is charging or discharging. The following definitions are used to classify the electrodes during different operation conditions:

**Cathode**—Electrode where electric current flows out or electrons flow in

**Anode**—Electrode where electric current flows in or electrons flow out

Given the above definitions during discharge, the positive electrode is the cathode and the negative electrode is the anode; during cell-charging operation, the reverse definitions apply. The positive and negative electrodes are surrounded by the electrolyte. It is electrically insulating and ion conducting. Liquid electrolytes typically have dissolved compounds that are ionized in an aqueous solution such as water. To increase power and energy density, electrodes are typically placed as close as possible to each other; to prevent short circuit, a separator is also a part of the cell. The design of the separator is cell-type specific; a key property of it is that it allows ion flow through it. The flow of current between the positive and negative electrodes occurs via electrons externally and ions internally. Two types of ions can be found in the electrolyte:

**Anion**—An ion with net negative charge, that is, more electrons than protons

**Cation**—An ion with net positive charge, that is, more protons than electrons

The operation of the cell during discharge is described as follows. Electrons flow from the negative electrode through the load to the positive electrode. This causes the positive electrode to become slightly less positive and the negative electrode to become slightly more positive resulting in a charge imbalance within the cell. To compensate for this charge imbalance, ions flow inside the cell, effectively completing the current flow. Any anions in the electrolyte drift through the electrolyte toward the negative electrode to donate electrons in an oxidation reaction. Simultaneously, any cations drift toward the positive electrode to accept electrons in a reduction reaction. This process is depicted in Figure 7.4. During charging operation of the cell, the reverse processes occur where electrons are forced into the negative electrode and any anions in the electrolyte drift toward the positive electrode and any cations drift toward the negative electrode.

Since the mass transport of the ions does not occur instantaneously within the cell, it is expected that when the electrodes are disconnected from the external circuit, ions will continue to drift toward their respective electrodes to internally balance the charge within the cell. This is one of the major processes that is responsible for a measurable voltage relaxation at the cell terminals. The ions in the electrolyte are also always subjected to spatial diffusion effects. This is another dominant mechanism that causes a dynamic voltage response to step current inputs. The maximum drift velocity of the ions in the electrolyte is limited; therefore, the cell has a nonzero internal resistance.

The amount of energy that can be stored in an electrochemical cell is limited by the amount of active chemical species in the electrolyte that can be stored in the cell. The power capability of the cell is determined by the surface area of the electrode/electrolyte interface. Therefore, a given cell of a finite size has a limited storage capacity and power rate determined by the internal packaging design of the cell.

The voltage across the terminals of the cell is dependent on the chemical potential voltages of the two reactions occurring at each electrode or half-cell. It is approximately equal to

\[ E^o = E^o_{pos} - E^o_{neg} \] (7.1)

where the superscript “\(o\)” refers to standard conditions of gas pressures at 1 atm, temperature of 25°C, and 1 M (molar) concentrations. The voltage values \(E^o_{pos}\) and \(E^o_{neg}\) are reported as chemical potential voltages to a reference standard hydrogen electrode (SHE). This reference is the reaction
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Heaq g, where “(aq)” signifies the ion is dissolved in an aqueous/water solution and “(g)” denotes the gaseous state; this reaction has, by definition, the reference potential voltage of 0 V. Values for \( E_{\text{pos}} \) and \( E_{\text{neg}} \) have been empirically measured for many reduction reactions at standard conditions and are reported in so-called standard reduction tables [1]. To obtain the voltage for an oxidation reaction, one can reverse the chemical equation and multiply the tabular reference voltage by \( -1 \).

The conditions in and around the cell are rarely at standard conditions. For example, the concentrations of active species in the electrode/electrolyte, for example, the dissolved cations/anions in the electrolyte or absorbed ions in electrodes, vary as the cell is charged or discharged. Therefore, it is expected the cell terminal voltage is a function of the concentrations of the reactants and products available for the two half-cell reactions at each electrode. A deviation of voltage from standard conditions can be given by the Nernst equation

\[
E = E^\circ - \frac{RT}{nF} \ln \left( \frac{[C]^c[D]^d}{[A]^p[B]^q} \right) \tag{7.2}
\]

where \( R \) is the gas constant (8.314 J K\(^{-1}\) mol\(^{-1}\)), \( T \) is temperature, \( n \) is the number of moles of electrons transferred, \( F \) is Faraday’s constant (96,485 C mol\(^{-1}\)), and the square brackets indicate species concentrations of the overall chemical reaction

\[
aA + bB \rightarrow cC + dD \tag{7.3}
\]

FIGURE 7.4 Discharge and charge of an electrochemical cell. (Adapted from Linden, D., and T.B. Reddy. *Handbook of Batteries*. New York, 2002.)
The state of charge (SOC) of the cell is directly related to the concentrations described above such that at equilibrium, the open-circuit-measured cell potential is typically a monotonically increasing function of SOC. Besides the deviations described by the Nernst equations, other effects such as hysteresis also affect the measured open-circuit potential. An empirical model that lumps all these effects will be described later in this chapter.

7.3.2 Lead Acid

A very common and mature battery type particularly used for automotive starting, lighting, and ignition (SLI) applications is lead-acid batteries. The reactions that drive this cell are as follows:

Positive electrode \[ \text{PbO}_2 + \text{SO}_4^{2-} + 4\text{H}^+ + 2\text{e}^- \underset{\text{Charge}}{\overset{\text{Discharge}}{\rightleftharpoons}} \text{PbSO}_4 + 2\text{H}_2\text{O} \]

Negative electrode \[ \text{Pb} + \text{SO}_4^{2-} \underset{\text{Charge}}{\overset{\text{Discharge}}{\rightleftharpoons}} \text{PbSO}_4 + 2\text{e}^- \]

Net cell reaction \[ \text{Pb} + \text{PbO}_2 + 2\text{H}_2\text{SO}_4 \underset{\text{Charge}}{\overset{\text{Discharge}}{\rightleftharpoons}} 2\text{PbSO}_4 + 2\text{H}_2\text{O} \]

\[ E^\circ = 2.04 \text{ V (discharge)} \]

The positive electrode is lead oxide and the negative electrode is lead. As the cell is discharged, lead sulfate is formed at both electrodes. Flooded lead-acid batteries use liquid water with dissolved sulfuric acid as the electrolyte. As the cell is discharged, the concentration of the acid decreases. The cell in its theoretical fully charged and discharged states is shown in Figure 7.5. There are both anions (\( \text{SO}_4^{2-} \)) and cations (\( \text{H}^+ \)) to facilitate current and ion flow inside the cell. Since the densities of water and sulfuric acid differ, these ions are also subject to convection flow as well as diffusion and drift from an electric field.

The construction of a cell is typically in the form of multiple plates in the arrangement depicted in Figure 7.6 to increase cell power output. A porous separator allows electrolyte and ion flow and prevents the electrodes from short circuiting. The electrode plates typically contain spongy portions to further increase surface area and power capability. Energy capacity of the cell can be increased by increasing plate thickness.

Overcharging of flooded lead-acid batteries generates oxygen gas and hydrogen gas via electrolysis and results in a water loss. This can be compensated for via periodic water replacement maintenance. Special vents also need to be designed into the cell to prevent gas buildup. Lead-acid batteries also typically last longer and are less prone to freezing when they are stored at high SOC levels. Common faults of the battery/cell include corrosion at the cell terminals and plate cracking.

**FIGURE 7.5** Charged and discharged states of a lead-acid electrochemical cell.
A dominant aging mechanism is sulfation, the crystallization of lead sulfate, which prevents the ions from dissolving in the electrolyte and participating in current flow within the cell. At the end of cell life, lead-acid batteries are routinely recycled.

Other variants include sealed lead acid (SLA) and valve-regulated lead acid (VRLA). A minimum amount of electrolyte is used. Absorbed gas mat (AGM) designs immobilize the electrolyte by absorbing it into a porous glass microfiber. Alternately, gel electrolytes can be employed. Both designs enable the cell to be arbitrarily oriented. A key design feature, as illustrated in Figure 7.7, is their recombinant nature of oxygen and hydrogen gas into water inside the cell; this reduces water loss and vents less hydrogen and oxygen gas during charging. The reduced water loss and sealed packing design result in these batteries to be typically referred to as maintenance-free lead-acid batteries. Compared to flooded leadacid, SLA/VRLA have minimal or no leakage in the event of cell puncture, they use less volume, have higher cycle life, and operate at a slightly higher floating voltage of 2.25 V compared to 2.17–2.22 V. However, SLA/VRLA technology is less mature, and potential for thermal runaway exists.
7.3.3 **Nickel–Metal Hydride**

Nickel–metal hydride (NiMH)-based cells are also relatively mature. They have largely replaced the older but similar nickel cadmium (NiCd)-based technology due to the toxicity of cadmium, its memory effect, and reduced cost for NiMH. The metal M is typically an intermetallic compound of the form AB₅ or AB₂ [2]. In the former case, A is a combination of La, Ca, Pr, and Nd; B is a combination of Ni, Co, Mn, and Al. For AB₂ cases, A is a combination of Ti, V, and Zr; B is a combination of Ni, Co, Cr, Mn, Al, and Sn. The electrolyte is typically an aqueous solution of 30 wt% KOH. The reactions that govern this cell are

\[
\text{Positive electrode } \text{NiOOH} + \text{H}_2\text{O} + e^- \xrightleftharpoons{\text{Discharge}} \xrightarrow{\text{Charge}} \text{Ni(OH)}_2 + \text{OH}^- \\
\text{Negative electrode } \text{MH} + \text{OH}^- \xrightleftharpoons{\text{Discharge}} \xrightarrow{\text{Charge}} \text{M} + \text{H}_2\text{O} + e^- \\
\text{Net cell reaction } \text{MH} + \text{NiOOH} \xrightleftharpoons{\text{Discharge}} \xrightarrow{\text{Charge}} \text{M} + \text{Ni(OH)}_2
\]

\[E^o = 1.35\text{ V (discharge)} \]

From an electrochemistry point of view, the negative electrode is hydrogen; however, it is absorbed in the metal alloy, for example, LaNi₅H₆. Internal ion current flow in the electrolyte is due to only the anion OH⁻. The cell operation is depicted in Figure 7.8. Proton movement (H⁺) occurs at the negative electrode. Nickel is connected to each electrode to act as current collectors for electron flow.

NiMH can suffer from pole reversal when over discharged permanently damaging the cells. This occurs in multicell arrangements when other cells drive the polarity reversal. Modern cells contain catalysts to recombine hydrogen and oxygen gas to form water during low (trickle) overcharge currents and in the process generate heat. However, this is less effective at larger currents; hence for

![NiMH cell operation diagram](image-url)
safety, vents are still part of the cell design to prevent gas buildup; internal-pressure switches to disconnect the cell can also be present. Compared to other cell types, NiMH has a relatively high self-discharge rate ranging from 5% to 20% per day. The dominant aging occurs at the MH electrode due to the following reasons: repeated mechanical stress from expansion/contraction during cycling/usage causing particle breakdown, corrosion of MH resulting in growth of a resistive layer, gas production due to overdischarge and overcharge, and self-discharge consumption of the active electrode material and water from the electrolyte.

Common form factors for the cells are cylindrical and prismatic styles with hard cases. A spirally wound layering approach as depicted in Figure 7.9 is common to increase power capability. A stacked approach similar to lead acid is also possible for prismatic design to utilize space better. The composite layers are typically spongy structure-like electrodes embedded/filled with an electrolyte. This also maximizes surface area to increase power output. Separator layers are needed; for NiMH, a common material is made from grafted polyethylene/polypropylene nonwoven fabric.

### 7.3.4 Lithium Ion

Cells that Li⁺ cations flow within the cell are referred to as Li-ion. The technology is still heavily researched with designs still being optimized. There are many variations consisting of different electrode materials. Positive electrode materials include lithium cobalt oxide (LiCoO₂), lithium manganese oxide (LiMnO₂), lithium iron phosphate (LiFePO₄), lithium nickel manganese cobalt oxide (LiNi₀.₅Mn₀.₂Co₀.₃O₂), and lithium nickel cobalt aluminum oxide (LiNi₀.₅Co₀.₃Al₀.₂O₂); the latter two are blended variations that are referred to as NMC and NCA, respectively. The most common negative electrode material is graphite intercalated with lithium (LiC₆), although lithium titanate (Li₄Ti₅O₁₂) is also available. The nominal cell voltage is dependent on the materials chosen [3].

Given the high reactivity of lithium with water, nonaqueous or aprotic electrolytes are used. Liquid electrolytes consist of lithium salts (LiPF₆, LiBF₄, and LiCoO₂) dissolved in an organic solvent such as dimethyl carbonate, diethyl carbonate, and ethylene carbonate. Solid electrolytes are
also possible such as polyoxyethylene, the so-called dry Li-polymer cells that can be made using solid electrolyte polymers. A separator material is also present that can be porous polypropylene, polyethylene, or composite polypropylene/polyethylene films. Compared to other cell types, Li-ion has advantages of high voltage, low self-discharge, and high efficiencies.

The cell-operating principles of the different chemistries are similar; LiCoO$_2$ will be described here as an example. The reactions governing this cell chemistry are as follows:

**Positive electrode**  
$\text{CoO}_2 + \text{Li}^+ + e^- \xrightarrow{\text{Discharge}} \text{LiCoO}_2$

**Negative electrode**  
$\text{LiC}_6 \xrightarrow{\text{Discharge}} \text{Li}^+ + \text{C}_6 + e^-$

**Net cell reaction**  
$\text{LiC}_6 + \text{CoO}_2 \xrightarrow{\text{Discharge}} \text{LiCoO}_2 + \text{C}_6$,  

$E^o = 3.7$ V (discharge)

The lithium cation flow is depicted in Figure 7.10 for the charge and discharge modes where an intercalation process is shown. The subscripts $x,y$ are fractional values between 0 and 1 indicating the proportion of lithium ions intercalated within each electrode. For real cells, the value of $y$ in the positive electrode is typically between 0.5 and 1. Owing to the reactivity of lithium with air, copper, and aluminum electrodes are used as the cell terminals.

A key feature of Li-ion cells is that upon initial charge, a surface film or surface electrolyte interface (SEI) layer is formed between the electrodes and the electrolyte. It effectively protects against a perpetual reaction of intercalated lithium with the electrolyte. The growth of this layer is one mechanism for capacity loss and impedance growth of the cell as it ages. Mechanical stress as a result of negative electrode expansion/contraction during battery cycling is another aging and failure mechanism.

![Figure 7.10](image_url)  
**FIGURE 7.10**  
Li-ion cell operation.
Potentially catastrophic failure can occur when the cell is overcharged or overdischarged. Overcharging the cell can lead to cell swelling and pressure buildup within the cell; moreover, terminal cell voltages of >5.2 V cause side reactions that are detrimental to the cell. Overdischarging can potentially internally short circuit the cell and lead to excessive overheating possibly leading to fire. Safety features such as vents, thermal interrupts, and external short-circuit interrupting are the common built-in cell features. Regardless of these safety features, terminal cell voltage and thermal management are key issues in the application of Li-ion technology in a battery pack.

Thermal runway is a well-known catastrophic failure mode of Li-ion cells. It typically arises when there is an internal short circuit or separator breakdown within the cell. An exothermic reaction then results between the positive and negative electrode materials, which causes cell overheating and excessive gas release. The electrolytes tend to be flammable exacerbating the fire hazard. Among the cell chemistries, LiCoO$_2$ is most sensitive to the potential of thermal runway, particularly in mechanical failure modes involving accidental cell puncture and rupture.

Li-ion cells come in a variety of form factors including cylindrical, prismatic, and pouch styles, as depicted in Figure 7.6. Cell packing can be similar to NiMH. Pouch styles utilize a flexible case and are common for solid electrolyte Li-polymer cells since electrolyte leakage is less of a concern. The pouch-style form factors tend to utilize space better and can comparatively have better energy/power densities than hard case cells. The terminal connection mechanism between pouch cells that utilize stacked layers and hard case cells that are spirally wound is also different.

### 7.3.5 Sodium Nickel Chloride

An alternative cell chemistry type that is finding its way into some automotive and transportation applications is the sodium nickel chloride cell, commercially known as ZEBRA batteries. They were invented over 25 years ago within the Zeolite Battery Research Africa project by Coetzer’s research group in South Africa. It is considered as an improvement over its older derivative of sodium sulfur batteries since the replacement of sulfur eliminated much of its safety concerns. Both types are referred to as molten salt batteries since their high operating temperature results in molten electrodes. The typical operating temperature of ZEBRA cells is between 270°C and 350°C. The electrochemical reactions of this cell are given as follows:

Positive electrode: $\text{NiCl}_2 + 2\text{Na}^+ + 2e^- \overset{\text{Discharge}}{\underset{\text{Charge}}{\rightleftharpoons}} \text{Ni} + 2\text{NaCl}$

Negative electrode: $2\text{Na} \overset{\text{Discharge}}{\underset{\text{Charge}}{\rightleftharpoons}} 2\text{Na}^+ + 2e^-$

Net cell reaction: $\text{NiCl}_2 + 2\text{Na} \overset{\text{Discharge}}{\underset{\text{Charge}}{\rightleftharpoons}} \text{Ni} + 2\text{NaCl}$

$E^\circ = 2.58$ V (discharge)

At the operating temperature, molten sodium is the negative electrode. Unlike sodium sulfur cells that employ a molten sodium sulfur positive electrode, ZEBRA cells utilize a solid porous-like nickel chloride positive electrode. Two electrolytes are used, one is NaAlCl$_4$, which has a melting point of 157°C; therefore, it is a liquid at the operating temperature. This liquid electrolyte permeates through the solid porous positive electrode. A second solid electrolyte known as β-alumina is an isomorphic form of Al$_2$O$_3$, which is a hard ceramic that acts as a separator and also prevents molten sodium from reacting with the liquid electrolyte. The cells are packed in upright rectangular box shapes with the height being the longest dimension, as depicted in Figure 7.11. A square horizontal cross section in Figure 7.11c depicts a clover-leaf geometry design to increase the surface area and
power capability of the cell. A steel case encloses the cell and acts as a negative terminal current collector. A solid copper nickel alloy is used as the positive terminal current collector. Alternative positive electrode compositions where iron partially replaces nickel are also possible. This lowers the voltage of the cell but overall improves power and energy capabilities [4].

The necessity to maintain a high temperature even when the cell is in a stand-by state generates heat loss that effectively acts as a self-discharge loss. While the cell is in operation, these losses are minimal due to self-heating of the cell. A special pack design and insulation is employed to deal with the thermal considerations of this cell, and as a result, they are fairly insensitive to ambient operating temperatures. A key safety and fault-tolerant feature of this cell is that in the event of solid electrolyte cracking, a mild exothermic reaction between negative electrode sodium and the liquid electrolyte generates solid aluminum that effectively shorts the cell with resistance compared to that of an intact cell. Therefore, a pack can tolerate 5%–10% of the cell failing and can still be operational.

7.4 ULTRACAPACITOR CELLS

7.4.1 Basic Physics

Capacitors store energy electrostatically in an electric field. A conventional capacitor, see Figure 7.12, can be made from two oppositely charged plates separated by a dielectric material. Traditional dielectric materials are ceramics, polymer films, or aluminum oxide. Charge movement occurs via the alignment of molecular dipoles in the dielectric material. The capacitance for this conventional construction is inversely proportional to the separation distance, and directly proportional to the surface area of the electrode plates and the dielectric constant, for example, \( C = \varepsilon A/d \).

Ultracapacitors (or supercapacitors) are ESS that employ electrostatic-based storage and electrochemical-based mechanisms; however, their materials and disposition endow them with a much higher capacitance than conventional designs. This higher capacitance allows them to present higher energy densities (6 Wh/kg) than conventional capacitors and very high power densities (14,000 W/kg). Ultracapacitors can be classified into different groups depending on whether the energy storage mechanism at each electrode is non-Faradaic or Faradaic.
Non-Faradaic electrode The energy mechanism is entirely electrostatic, where oppositely charged ions attract and move toward each other; however, no charge or electrons are transferred between these ions.

Faradaic electrode Charge transfer at the electrode can occur via electrons. The energy storage mechanism is partially electrochemical.

Pseudocapacitance An observed capacitance that arises from charge transfer at a Faradaic electrode. The charge transfer can arise via redox reactions, electrosorption, or an intercalation process.

A common ultracapacitor where both electrodes are non-Faradaic is the EDLC. Another commercially available ultracapacitor type are hybrid capacitors (HCs); they contain one Faradaic electrode and one non-Faradaic electrode. An ultracapacitor that has a Faradaic electrode is said to exhibit pseudocapacitance.

7.4.2 Electric Double-Layer Capacitors

Compared to conventional capacitors, an EDLC has higher electrode surface area (2000 m$^2$/g), thinner and porous electrodes (smaller than 150 μm), and electrode micropores in the Angstrom order of magnitude. Unlike conventional capacitors that employ a solid dielectric material, the material between both electrodes in an EDLC is an electrolyte, and it can be either aqueous or organic based. Both the electrolyte solvent and any dissolved ions can be absorbed into the micropore structures. A separator is also present to separate the electrodes. Each part is depicted in Figure 7.13. An example of a microstructure is shown in Figure 7.14.

Energy is stored in an EDLC as charge separation, where the electrolyte ions diffuse toward the electrodes. This ion diffusion process in the electrolyte is similar to the one in electrochemical-based storage described in Section 7.3. The internal separation of charge by the movement of ions generates an internal electric field. Most of the energy is stored in the interface between the electrode and electrolyte, the so-called Helmholtz layer. It is sandwiched by two layers, one is the accumulated electrolyte ions, and the other is attracted charge in the electrode. The Helmholtz layer is typically in the order of one atom in thickness, which yields a large capacitance at the electrolyte/electrode interface. There are two Helmholtz layers in an EDLC, one at each positive/negative electrode. The mobility of the ions is effectively exploited to reduce as much as possible...
the charge separation distance needed to increase capacitance. The amount of charge stored is further increased due to the high electrode surface and small micropore diameter. The energy storage mechanism for an EDLC is completely non-Faradaic. These ultracapacitors normally have carbon-based electrodes made from activated carbon or are constructed from carbon nanotubes/nanostructures. The electrolyte composition can vary from aqueous (H₂SO₄ or KOH) to organics such as acetonitrile. The main difference in terms of operation is in the equivalent series resistance (ESR) and pore size needed. Normally, aqueous-based electrolytes need smaller pore size and present a lower ESR. Organic electrolytes present a higher breakdown voltage. When voltage is applied, the electrolyte ions are separated, each being attracted by the electrode with opposite charge. This non-Faradaic energy storage is highly reversible, allowing EDLCs to reach million cycle lifetimes. The packaging styles can be similar to the cell packaging shown in Figure 7.9 to further increase power and energy density. The conceptual difference between EDLC and electrochemical storage is shown in Figure 7.15.
7.4.3 Ultracapacitors with Pseudocapacitance

Pseudocapacitance can arise at an electrode that exhibits charge transfer. One mechanism for charge transfer is through redox reactions similar to electrochemical cells via ions in the electrolyte. In electrochemical cells, these redox reactions tend to exhibit a slow response as a result of phase changes during the redox reaction. Ultracapacitors with pseudocapacitance typically employ fast sequences of reversible redox reactions with no phase changes. The other processes that can facilitate charge transfer are electrosorption and intercalation, where in both cases, the ions or atoms once absorbed in the electrode cling to the atomic structure after electron transfer without making or breaking chemical bonds. Both mechanisms interact with the lattice structure of the electrode, and electrosorption is differentiated by deposition of hydrogen or metal adatoms in the surface lattice sites. An electrode can exhibit both electrostatic energy storage and electrochemical energy storage, for example, a Helmholtz layer that contains leaky Faradaic current. In this case, the total capacitance at the electrode/electrolyte interface is composed of traditional electrostatic capacitance and the pseudocapacitance. Electrode materials can be either polymers or metal oxides. Polymer electrodes present a low ESR and high capacitance, but a lower stability. Metal oxides present low ESR but at a higher cost. Pseudocapacitance can offer higher energy densities but can pose additional stress in the cell and potentially limit the cycle life.

Ultracapacitors that exhibit pseudocapacitance are frequently referred to as pseudocapacitors. Different variations are possible depending on where and how much pseudocapacitance is in the cell. Symmetric pseudocapacitors contain both Faradaic electrodes and in principle are conceptually identical to the electrochemical cell process depicted in Figure 7.4. Symmetric pseudocapacitors employing the fast electron transfer mechanisms for pseudocapacitance are yet to attain commercial success; traditional electrochemical battery cells dominate energy storage cells containing two Faradaic electrodes.

An asymmetric pseudocapacitor, for example, HC or hybrid ultracapacitor (HUC), depicted in Figure 7.16, presents both Faradaic and non-Faradaic electrodes to combine each of its strengths. One electrode can be similar to an EDLC electrode employing electrostatic storage, and the other can be an electrode employing pseudocapacitance and charge transfer. A battery-type HC design is also possible, where one electrode employs traditional electrochemical redox reactions; the other electrode is a non-Faradaic electrode. HCs that have lithium ions in the electrolyte are also referred to as Li-ion capacitors. Various types of HC designs are possible; the first uses a positive Faradaic electrode as in Figure 7.16, where metal oxides can be used to enable ion intercalation, for example,
Nesscap pseudocapacitor. The second type employs a negative Faradaic electrode, where carbon has been used by JSR Micro as the electrode material. The two aforementioned approaches fully replace a non-Faradaic electrode with a Faradaic one. A partial replacement is also possible, for example, the so-called ultrabattery technology based on lead acid uses a composite negative electrode composed of a lead Faradaic electrode and a non-Faradaic carbon electrode.

### 7.5 CHARACTERISTIC TERMINOLOGY AND PERFORMANCE PARAMETERS

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition and Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific energy</td>
<td>Energy per unit mass, typically expressed as Wh/kg</td>
</tr>
<tr>
<td>Energy density</td>
<td>Energy per unit volume, typically expressed as Wh/L</td>
</tr>
<tr>
<td>Specific power</td>
<td>Power per unit mass, typically expressed as W/kg</td>
</tr>
<tr>
<td>Power density</td>
<td>Power per unit volume, typically expressed as W/L</td>
</tr>
<tr>
<td>Round-trip efficiency</td>
<td>Expressed as percentage of fraction of energy output during discharge compared to input energy during charge</td>
</tr>
<tr>
<td>Self-discharge</td>
<td>Energy loss per unit time, typically %/day</td>
</tr>
<tr>
<td>Cycle lifetime</td>
<td>Expected number of useful cycles, dependent on definition of cycle</td>
</tr>
<tr>
<td>Power capacity cost</td>
<td>Monetary cost per unit power, for example, $/kW</td>
</tr>
<tr>
<td>Energy capacity cost</td>
<td>Monetary cost per unit energy, for example, $/kWh</td>
</tr>
<tr>
<td>SOC</td>
<td>Either expressed as a percentage 0%–100% or number between 0 and 1. Indicates the recommended extremes of cell states, for example, active-material/ion concentrations in an electrochemical cell, which represent a fully charged or fully discharged cell condition. Typical definitions of SOC involve integrating current flow and dividing by the rated capacity.</td>
</tr>
</tbody>
</table>
7.6 MODELING

7.6.1 ELECTROCHEMICAL CELL—EQUIVALENT CIRCUIT MODEL

There are a variety of ECM approaches and topologies for electrochemical cells. They typically contain common circuit elements to mimic the experimental responses observed from cell characterization data. In this section, a specific ECM with n RC elements, depicted in Figure 7.17, is presented that mimics effects such as transient response, hysteresis, nonlinear OCV, asymmetric internal resistance, and thermal dependence. It can be readily modeled in circuit simulation software using standard packages such as PLECS and/or Matlab Simscape/SimPowerSystems.
The SOC is modeled as an integrator with the following dynamics:

$$\frac{dSOC(t)}{dt} = \frac{-1}{CAP} [\eta_c I^-(t) + \eta_d I^+(t)] - \rho_{sd}$$

(7.4)

$$I^-(t) = \min(I(t), 0), \quad I^+(t) = \max(I(t), 0)$$

(7.5)

where positive current $I$ indicates discharging, $\eta_c, \eta_d$ are charging and discharging efficiencies, $CAP$ is cell capacity, and $\rho_{sd}$ is the self-discharge rate. The SOC impacts the values of other elements in the ECM since they are modeled as functions of SOC and temperature, that is,

$$V_o = g_{V_o}(SOC, T)$$

$$R_i = g_{R_i}(SOC, T), \quad i = 0 \ldots n$$

$$C_j = g_{C_j}(SOC, T), \quad j = 1 \ldots n$$

(7.6)

The OCV of the cell is decomposed into two components, $V_{OCV} = V_o + V_h$, as depicted in Figure 7.18. One is dependent on SOC, and the other is dependent on hysteresis. The so-called combined model can be used to represent the former component, which is based on the equation

FIGURE 7.17 Equivalent circuit model of battery cell.

FIGURE 7.18 Components of open-circuit voltage and hysteresis loops.
where the coefficients $k_i$ are empirically found from experimental OCV measurement data. The above is a combination of the OCV forms from the Shepherd, Unnewehr, and Nernst models, each of which contain OCV–SOC monotonic dependent terms [5].

A simple method to model hysteresis is a zero-state hysteresis approach, that is,

$$V_h = -V_h^{\text{max}} \text{sgn}(I)$$  \hspace{1cm} (7.8)

where $V_h^{\text{max}}$ represents the maximum hysteresis voltage, and it can also be modeled as a function of SOC and temperature, for example, $V_h^{\text{max}} = g_{V_h^{\text{max}}}(SOC, T)$. This approach is simple; however, it has been shown to poorly mimic cell voltage response [6] since it neglects hysteresis-specific transient behavior such as the inner hysteresis loops depicted in Figure 7.18. An improvement can be made via the introduction of a hysteresis state within the cell, and this approach is referred to as the one-state hysteresis model [6], which has the first-order dynamics

$$\frac{dV_h}{dt} = -\gamma I \cdot (\text{sgn}(I)u_h + 1)$$  \hspace{1cm} (7.9)

where $u_h$ is a hysteresis state with values between $-1$ and $1$, and $\gamma$ is a slew-type rate.

The RC pairs follow the first-order dynamics

$$\frac{dV_j}{dt} = -\frac{V_j}{R_j C_j} + \frac{I}{C_j}$$  \hspace{1cm} (7.10)

where $V_j$ is the voltage across the $j$th RC pair. The voltage of the ECM can be summarized as

$$V = V_h + V_o - I^+ R_0^+ - I^- R_0^- - \sum_{j=1}^{n} V_j$$  \hspace{1cm} (7.11)

It is noted here that the model order $n$ depends on the application and cell. Common choices are between 1 and 3. For modeling purposes, higher orders may be desirable, whereas for online estimation filter design, a lower-order filter may be acceptable. Cells phenomena such as diffusion is best approximated with one or two RC pairs with long time constants.

Discretizing the ECM dynamics enables the use of many offline parameterization and online estimation algorithms. A zero-order hold (ZOH) approach is taken where the sample time is chosen to be small enough such that the parameter variations during this interval are assumed to be constant; therefore, without loss of generality, the functional dependence on SOC and temperature will be dropped for neatness of presentation. The discrete-time dynamics of Equation 7.1 become

$$SOC_k = SOC_{k-1} - \frac{\Delta t}{CAP} [\eta_t I_{k-1}^+ + \eta_d I_{k-1}^-] - \rho_d \Delta t$$  \hspace{1cm} (7.12)

where the subscript $k$ indicates a sample, $\Delta t$ is sample time, and Equation 7.2 still applies. A discrete-time expression for the expression of $V_o$ is identical to Equation 7.7 with the exception of added subscripts $k$. Hysteresis discrete-time dynamics are derived as
\( V_{hk} = \begin{cases} -V_{h}^{\text{max}} \, \text{sgn}(I_k) & \text{Zero-state model} \\ V_{h}^{\text{max}} \cdot \nu_{hk} & \text{One-state model} \end{cases} \) (7.13)

\[ \nu_{hk} = -\text{sgn}(I_{k-1}) + (\nu_{hk-1} + \text{sgn}(I_{k-1}))e^{-\frac{\Delta t}{R_C}} \] (7.14)

where Equation 7.14 is derived by first discretizing the charging and discharging case separately and then forming the above general expression. For the RC elements, their discrete-time dynamics become

\[ V_j = e^{-\frac{\Delta t}{R_C} C_j} V_{j-1} + R_j \left( 1 - e^{-\frac{\Delta t}{R_C} C_j} \right) I_{k-1} \] (7.15)

Finally, the discrete-time voltage output is simply

\[ V_k = V_{hk} + V_{ok} - I_k^e R_0^d - I_k^e R_0^c - \sum_{j=1}^{n} V_{ESC,j,k} \] (7.16)

### 7.6.2 Electrochemical Cell—Enhanced Self-Correcting Model

An alternative so-called enhanced self-correcting (ESC) model directly describes the discrete-time voltage dynamics via a selected number of internal filter states [6]. The development of this model is performed in the discrete-time domain. It can be considered as a black-box approach to model the transient dynamics since the parameters of this model are solely based on empirical measurement data. Instead of \( n \) RC voltage states, there are \( n \) ESC voltage filter states that constitute a portion of the cell terminal voltage. The voltage response of the ESC model in the discrete-time domain is as follows:

\[ V_k = V_{hk} + V_{ok} - I_k^e R_0^d - I_k^e R_0^c + \sum_{j=1}^{n} \beta_j V_{ESC,j,k} \] (7.17)

where \( V_{hk}, V_{ok}, I_k^e \), and \( I_k^e \) are modeled as Equations 7.13, 7.7, and 7.5. The discrete-time SOC integrator (7.12) is also employed. The resistances \( R^e \) and \( R^d \) represent the overall steady-state charging and discharging resistances. \( V_{ESC,j,k} \) represents the \( j \)th internal ESC state with \( \beta_j \) as its empirically found coefficient. The latter terms equal \( V_{ESC,k} \), the linear combination of internal states. The ESC states satisfy two properties: (1) each internal state is stable, and (2) the value of \( V_{ESC,k} \) is zero under steady-state current. These conditions provide the desirable voltage transient and relaxation effects. The internal states are modeled as

\[ V_{ESC,j,k} = \alpha_j V_{ESC,j,k-1} + I_{k-1} \] (7.18)

where \( \alpha_j \) specifies a filter pole, and choosing its value to be \(-1 < \alpha_j < 1\) ensures stability of state \( V_{ESC,j,k} \). The ESC voltage can be summarized as the following discrete-time filter state-space dynamics:
The corresponding discrete-time $z$-transfer function of the above is

$$G(z) = C_{ESC}(IZ - A_{ESC})^{-1}B_{ESC}$$  \hspace{1cm} (7.20)$$

To satisfy the second zero-gain steady-state condition on $V_{ESC}$, $G(z) = 0$ for $z = 1$ must be satisfied. This leads to the following constraint on the ESC model parameters:

$$\sum_{j=1}^{n} \frac{\beta_j}{1 - \alpha_j} = 0$$  \hspace{1cm} (7.21)$$

The above constraint can be embedded into an optimization-based fitting routine when performing ESC model fitting. It is also noted here that the typical filter orders for the ESC model are $n = 2$ and $n = 4$ [6].

### 7.6.3 Ultracapacitor Cell

Compared to electrochemical cells, ultracapacitor cells exhibit less nonlinear behavior and can be modeled fairly well using equivalent circuit-based models. The simplest approach is to model the cell with an ideal capacitor element and an ESR to represent losses; this approach is depicted in Figure 7.19.

For an EDLC, the model can be decomposed to consider the different dominant parts of the ultracapacitor model in Figure 7.15 to obtain the equivalent circuit model in Figure 7.20. Ideal capacitors $C_{HL1}$, $C_{HL2}$ can model the two capacitive Helmholtz dual layers at each electrode/electrolyte interface. In between these layers, a resistor $R_{se}$ can model the ionic resistance due to the separator and movement through the electrolyte. An additional two resistances $R_{e1}$, $R_{e2}$ can represent the electrical resistances at the electrode and cell terminal.

Transient and high-frequency responses can be modeled by adding inductor and RC elements, as depicted in Figure 7.21. This approach can be amenable to HCs since RC dynamics can be used to model transient behavior from Faradaic electrodes. Additional RC pairs can be added if necessary.

![Series resistance ultracapacitor equivalent circuit model.](FIGURE 7.19)

![EDLC equivalent circuit model.](FIGURE 7.20)
A multistage model depicted in Figure 7.22 is another common approach. It mimics the distributed physical nature of the ultracapacitor fairly well, for example, the large surface is at the porous electrode/electrolyte interface in an EDLC. This model has also been shown to fit empirical experimental data fairly well over a large frequency range. The number of stages or model order can be chosen based on the number of dominant time constants observed from experimental data. In an EDLC, effects such as ionic diffusion in the electrolyte and ion movement through macro/micro pores can occur at different timescales. An order selection of three or higher is commonplace.

### 7.7 TESTING PROCEDURES

#### 7.7.1 TIME DOMAIN

In this section, common time-domain tests used to characterize a cell are described. The example responses shown are typical to that of electrochemical cells; however, the same procedures can be applied to ultracapacitor cells. Tests are performed in controlled environment conditions such as constant atmosphere pressure and temperature via the use of thermal environmental chambers.

A common test on a fully charged cell involves a constant discharge to a minimum cutoff voltage, otherwise known as a C-rate discharge capacity test. The typical voltage responses are shown in Figure 7.23. From this figure, the internal resistance of the cell contributes to two effects observed: the first is an initial voltage drop that increases with higher discharge currents, and the second is underutilization of the total cell capacity that reduces the usable capacity at higher currents. The cell impedance is typically temperature dependent; therefore, the voltage response for C-rate discharge tests and the usable capacity are also temperature dependent.

One expects that the total capacity can be independent of temperature and current rates. For electrochemical cells, the amount of available active chemical material dictates capacity; for ultracapacitors, the surface area of charge storage dictates capacity. Both are practically constant across a wide range of normal operating conditions, and any cell capacity degradation occurs over long time periods and/or high number of usage cycles. A total capacity test can be performed with the use of CC and CV charge–discharge segments. An example of voltage (black) and current (blue) responses is shown in Figure 7.24. A CC charge is performed until the maximum cutoff voltage is reached. This is followed by a CV charge until the charging current diminishes to some small threshold, usually of magnitude C/100. This point is defined as 100% SOC. Then a CC discharge is performed until the lower voltage threshold is reached. This is followed by a CV discharge to the same (C/100) threshold point, that is, 0% SOC. Current integration then defines a
total capacity estimate, and the shaded area in Figure 7.24 indicates the total discharge capacity, that is, \( \text{Ah}_d \). Repeating CC–CV charge segments, a similar total charge capacity estimate (\( \text{Ah}_c \)) can be obtained by current integration from 0% to 100% SOC. Usually, multiple CC–CV charge–discharge cycles are performed and the results are averaged. Any inefficiency in the cell will result in a total discharge capacity to be less than total charge capacity. These two total capacity estimates can be used to determine the charging and discharging efficiencies described in Section 7.6. The values of these efficiencies depend on whether cell capacity is defined as total charge capacity or total discharge capacity.

**FIGURE 7.23** Cell voltage response at different discharge currents (C-rates).

**FIGURE 7.24** CC and CV charge/discharge profiles for a total capacity test measurement. The shaded area is a total discharge capacity measurement.
The CC–CV charge/discharge procedure described above defines a pair of extreme OCV–SOC points namely at SOC = 0% and SOC = 100%. The CC portions of this test can be modified to find intermediate points and construct the OCV versus SOC curve. Two curves are needed as depicted in Figure 7.18, one for charge and the other for discharge. The OCV–SOC test procedure is summarized as follows:

- Cell charge that ends with a CV charge segment to bring SOC to 100%. A 1–2 h rest time then follows.
- Repeated low rate, for example, C/10, discharge pulses, and resting periods. Each discharge pulse is of constant time interval that decreases the SOC by 5%–10%. The subsequent rest time is usually 1–2 h to allow the cell to reach an equilibrium state. At the end of the rest period, the measured voltage is taken as an OCV measurement.
- At low SOC, the lower voltage cutoff will be reached during the last discharge pulse; once this occurs, a CV discharge segment is performed to reach SOC 0%. A 1–2 h rest time then follows. This ends the discharge OCV–SOC test, and the charge OCV–SOC test follows next.
- Repeated low-rate charge pulses are followed by resting periods. This part follows the same guidelines as the discharge pulses.
- At high OCV, the upper voltage limit will be reached during the last charge pulse, and a CV charge segment is performed to reach SOC 100%. A 1–2 h rest time then follows. This ends the charge OCV–SOC test.

Typical voltage and current profiles are depicted in Figure 7.25. A capacity test is done beforehand; therefore, intermediate SOC points are found by current integration of the charge/discharge pulses. The OCV–SOC test is done over a wide operating range, typically a cell whose OCV–SOC curve is insensitive to changes in temperature and aging effects are desired since they make calibration and cell state/parameter estimation easier.

**FIGURE 7.25** OCV–SOC test for discharge and charge. The red-circled voltage points are OCV measurements.
A similar procedure that tests cell impedance and power capabilities is the so-called high (or hybrid) pulse power characterization (HPPC) test. It adds additional high-current pulses, for example, 10 C, for short durations, for example, 10 s, to the current profile for an OCV–SOC test. Usually, pairs of equal magnitude charge and discharge pulses are added at each different SOC operating point, as shown in Figure 7.26. Rest periods following the HPPC charge and discharge pulses may or may not be used. At the extreme SOC operating points, only one of the two HPPC pulses can be used to avoid overcharge/discharge and to respect cell voltage limits; alternatively, a pulse employing CV charge/discharge can be used. Variations to the HPPC pulse times, current magnitudes, sequence, and temporal spacing are possible. For example, having multiple HPPC current pulses with different magnitudes can enable characterization of current-dependent ECM parameters and also enable better characterization of any hysteresis dynamics.

One of the main purposes of HPPC testing is to enable ECM parameter fitting; these parameters are used for modeling and peak power estimation. A typical voltage response of a HPPC pulse is shown in Figure 7.27a. An ohmic resistance response can be readily calculated from this curve, given the instantaneous voltage and current changes. Dynamics effects are also present and include changes in OCV (from a change in SOC), hysteresis, and dynamic resistances such as the RC pairs

![FIGURE 7.26 Typical current pulses for HPPC tests.](image)

![FIGURE 7.27 (a) Raw and (b) processed voltage response for cell characterization.](image)
in the cell ECM of Figure 7.17. Curve fitting can be applied to the voltage response curve to obtain model parameters.

Assuming the ECM model of Figure 7.17, it is desirable to process the voltage response to focus parameterization of the linear ECM elements. The OCV response is subtracted from the measured voltage to produce the response shown in Figure 7.27b. The OCV response can be found by using the bracketing resting voltage points (OCV endpoints) and current integration; special testing/processing considerations may need to be applied to correctly handle any cell hysteresis and lack of sufficient rest/relaxation times. The ideal OCV-subtracted response of \( n \) RC pairs can be derived as

\[
V_{OS}(t) = \begin{cases} 
  -\left( R_0 + \sum_{j=1}^{n} R_j \left( 1 - e^{-\frac{t}{\tau_j}} \right) \right) i_{\text{pulse}} & t < t_{\text{pulse}} \\
  -\sum_{j=1}^{n} R_j \left( 1 - e^{-\frac{t}{\tau_j}} \right) i_{\text{pulse}} e^{-\frac{(t-t_{\text{pulse}})}{\tau_j}} & t \geq t_{\text{pulse}} 
\end{cases} 
\] (7.22)

where \( t_{\text{pulse}} \) is the pulse time duration and \( i_{\text{pulse}} \) is the pulse current. The above equation assumes zero-state initial conditions, that is, sufficient prior rest time. Equation 7.22 or its discrete-time analogs can be used for parameter fitting.

Finally, it is noted that many other time-domain tests are available for modeling and characterization purposes. The so-called dynamic stress test (DST) [7] is composed of a sequence of CC charge/discharges steps at various C-rates. It is designed to operate the cell at a wide SOC range. For automotive applications, current profiles derived from expected drive-cycle response are used to excite the cell under more realistic conditions. These drive-cycle tests can be used for both model parameterization and validation. The nonlinearity of electric energy storage devices, particularly electrochemical cells, warrants extensive testing to examine and model their response over the application lifetime. Calendar-aging tests involve testing the effect of ambient environmental conditions over long time durations on a rested cell at different SOC levels. Only periodic capacity/characterization tests are performed. Drive-cycle aging tests are a form of accelerated testing that repeatedly cycle the cell with drive-cycle usage profiles. The repeated drive-cycle current profiles can be separated with CV charge/discharge segments to maintain a desired SOC operating range. Periodic HPPC and capacity tests are also applied. Energy throughput of the cell is typically recorded and used as a metric for cell age.

### 7.7.2 Frequency Domain

EIS is a frequency domain-testing procedure that employs small amplitude signal perturbations at different cell-operating points, as depicted in Figure 7.28. Each operation point is defined by the SOC, the operating current, temperature, and whether it is a charging or discharging process. If the signal imposed is voltage, the test is potentiostatic, whereas if it is current controlled, it is called galvanostatic. This signal must be of small amplitude to respect the initial hypothesis of linearity for each test at the operating point. This will in practice mean that the SOC, temperature, and amplitude must be kept in a tight interval to guarantee that results can be related to a specific operating point. This is one of the most important conditions to fulfill during frequency domain tests, as electrical storage devices typically present a great deal of nonlinear behavior, and the results for one operating point should not overlap other operating points.

The signal used to carry out the frequency domain tests can be sinusoidal, delta function, white noise, or pseudorandom binary signals. In cell testing, the approach chosen by most is to use sinusoidal signals; this is convenient for equivalent circuit model fitting, capacity fading, SOC, or SOH
estimation. Its main advantage is the simplicity of the waveform used, but it presents some disadvantages due to the high number of measurements needed to be done to guarantee a reasonable accuracy. This can be a considerable drawback when working at low frequencies (1 mHz or less) due to the length for each test, which can be above several hours. This issue can severely compromise keeping a tight operation condition, especially for the cell temperature and SOC.

The signal imposed, a small AC ripple that is a fraction of the DC current flowing, can have a fixed or variable frequency. The most usual approach is having a frequency sweep between low frequencies (a few mHz) and high frequencies (a few kHz). This frequency sweep allows to obtain the cell impedance spectra in a wide range, being able to observe different behaviors. An example of frequency response result for a Li-ion cell is shown in Figure 7.29; the distinctive areas in the Nyquist plot are matched to their dominant equivalent circuit-modeling elements. It is a common convention to invert the vertical imaginary axis as depicted in Figure 7.29.

At the mid-frequency range, the response exhibits behavior that can be described using RC circuit elements. These elements produce semicircular behavior that is depicted in Figure 7.30. The ratio between the different time constants changes the relative blending between multiple RC pairs.

**FIGURE 7.28** Battery operation points during EIS tests.

**FIGURE 7.29** Example of an Nyquist plot for a Li-ion battery.
At higher frequencies, inductive behavior is usually evident, which can sometimes be a by-product of the wiring used to connect the cells. Capacitive behavior is typically evident at low frequencies.

The frequency response can exhibit sloped behavior that cannot be represented by simple circuit elements. These sloped responses can be described by the so-called constant phase elements (CPEs); they are represented by the formula

\[
\text{CFE}(\omega) = A(j\omega)^a = \begin{cases} 
L_s(j\omega)^a & a > 0 \\
R & a = 0 \\
1/C_s(j\omega)^a & a < 0
\end{cases} \quad (7.23)
\]

where “\(a\)” is a number between \(-1\) and 1, and “\(A\)” is a coefficient that scales the circuit element response. Inductor/capacitor elements have a constant phase lead/lag of 90°, and the CPE is a generalization of these standard elements. Nyquist plots of different CPEs are depicted in Figure 7.31. The usage of CPEs in the frequency domain can model nonstandard inductance, corrosion observed at low frequencies, and the so-called Warburg impedance effects.

At low frequencies, a sloped behavior is commonly observed; this portion is commonly referred to as Warburg impedance, and its simplest form is given by

\[
Z_w(\omega) = \frac{R_w}{\sqrt{\omega}}(1 - j) \quad (7.24)
\]

where \(R_w\) is a resistance-like parameter. Warburg impedance typically describes transport effects such as semi-infinite diffusion in an electrochemical cell or capacitive charging with a porous electrode; the latter case can involve no diffusion. At very low frequencies, the shape of the frequency response can either converge toward the real axis or tend toward the negative imaginary axis; in these cases, modified Warburg impedance terms expressed as Equation 7.25 or 7.26 can be employed. The different representations of Warburg impedance are shown in Figure 7.32.
The power and energy requirements for a vehicle energy storage pack exceed what a single electrochemical cell or ultracapacitor cell can provide. Therefore, ESS packs are designed with a

\[
Z_w = \frac{R_w}{\sqrt{\omega}} (1 - j)
\]  

(7.25)

\[
Z_{w}^{\text{tanh}} (\omega) = \frac{R_w \tanh(j\omega/D)}{\sqrt{j\omega D}}
\]  

(7.26)

7.8 PACKS AND MANAGEMENT SYSTEMS

7.8.1 FUNCTIONS AND DESIGN CONSIDERATIONS

The power and energy requirements for a vehicle energy storage pack exceed what a single electrochemical cell or ultracapacitor cell can provide. Therefore, ESS packs are designed with a
collection of many cells. Typically, multiple cells of approximately a dozen are grouped in a module, and then multiple modules are grouped to form a pack. This approach allows modularity in the design. Many cell arrangements and topologies are possible for the design of the energy module/pack. The common wiring-only types are depicted in Figure 7.33, where to increase output voltage, cells are connected in series, and to increase current output, parallelization is employed. Strings that are connected in series can be prone to failure/showdown by the weakest cell in the chain. For a series-only configuration, Figure 7.33a, open-circuit failures will cause total failure of the pack; complete pack shutdown will also occur if the weakest cell needs to be shut down for safety reasons. Series–parallel configurations, Figure 7.33b, are somewhat less prone to this since other parallel cell strings can potentially meet the power/energy requirements, if only at least for some time duration. The most complex arrangement is a matrix topology shown in Figure 7.33c, where parallel cell groups are placed in series. This topology can, in principle, bypass a single open-circuit cell failure and utilize the remaining working cells. The manufacture of this topology can be prohibitive due to the extra wiring involved. Moreover, uneven current circulations can arise when parallel cell arrangement is employed.

Ultimately, individual cell management may be required to ensure optimal operation and safety of the pack; therefore, more complex topologies are needed. This can be achieved through cell-balancing topologies to be described in the next section. These topologies can be designed to not only perform cell equalization, but to also protect against overcharge/discharge, short circuits, and mechanical cell defects/failure.

FIGURE 7.33 Possible cell arrangement for a battery pack/module: (a) series configuration, (b) series–parallel configuration, and (c) matrix configuration.
An energy management system (EMS) is a key component of the energy pack. For systems that utilize electrochemical cells only, the EMS is the BMS. The EMS performs critical reporting, sensing, communication, and control functions of the energy pack. The key reporting and sensing functions are

- Cell measurements—for example, voltage, current, temperature, and stress/strain
- Pack measurements—for example, DC link voltage and current, and ambient temperature
- Fault detection—for example, open/short-circuit failures, sensing failures, and cooling system failures
- SOC, SOH, impedance, and capacity estimation
- Maximum power output capability
- Available pack energy
- Data logging, for example, usage history

The key communication and control functions for the EMS/BMS are

- Cell balancing
- Controlling the main contactor switches
- Thermal management—for example, active heating/cooling systems
- Controlling any cell-protecting circuitry
- Communication handshaking with power-train controller
- Communication with power-electronic components—for example, DC/DC converters, charger, and auxiliary power unit

### 7.8.2 Cell Balancing

Within the energy pack cell, deviations are inevitable due to variations in the manufacturing processes and unequal aging/usage of the cells. Balancing SOC among the cells is needed to avoid overcharging/discharging deviant cells and to maximize energy usage of the pack. A wide variety of topologies have been developed for the purpose of cell balancing. A selected few are presented in this section to highlight the different methodologies employed for cells connected in series.

The common terminology to describe the balancing methods includes the use of terms active and passive. The latter has been used to describe one of the two scenarios, both of which dissipate energy to perform equalization during charging. The first is a noncontrollable topology where cells are connected in series and they can tolerate a slight overcharge. The overcharged cells naturally dissipate energy usually through the generation of heat. During this time, this allows other cells to catch up in charge. Resistors can be placed in parallel to each cell to exploit any voltage/SOC differences among cells; differences in voltage will dictate the rate of bleeding and cell charging leading the different cells to naturally converge to a balanced state. Lead-acid and some NiMH batteries can be used in this manner. This method uses the term passive to reflect the absence of control in the topology and the dissipation of energy. A second scenario that has used the term passive balancing refers to controllable topologies that bleed energy to avoid overcharge. This is typically done via shunting resistors and controllable switches to enable energy bleeding. An example is depicted in Figure 7.34 for the case of three cells connected in series. Confusion arises since such examples are active in the sense of control, but passive in the sense of energy flow. In this chapter, the term active balancing will refer to topologies that contain controllable elements that are actively controlled by the BMS. Since this defines nearly all topologies to be active, three main categories are described here: shunting methods, shuttling methods, and energy-converting methods [8,9].

Active shunting methods employ controllable bypass elements to control the flow of charge to a cell. A common, simple, and low-cost approach is the dissipative shunting method depicted in Figure 7.34. The size of the resistor controls the rate of balancing. It functions to protect only against overcharge by bleeding charge from high SOC cells while lower SOC cells catch up in charge. The creation of heat in this topology is a major source of inefficiency. This may complicate thermal
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management of the pack and can result in uneven temperature distribution within the pack, further aggravating imbalances between cells.

A complete shunting topology [8] depicted in Figure 7.35 can balance the cells in both charging and discharging modes by allowing bypass of individual cells that are at the extremes of SOC or voltage. Efficiency improvements arise from eliminating deliberate energy dissipation. For example, in the normal charging state, switches S1–S6 are open; if the first cell is at the maximum, then S4 is closed to bypass charging of that cell. In normal discharging mode, switches S1–S3 are closed and S4–S6 are all open; if the first cell is at the minimum, then S1 is opened to prevent further discharge of the first cell. A variable and potentially wide pack voltage range can result from the disconnection of multiple cells, which may necessitate additional converter power electronics at the pack output to regulate this voltage. The additional components and control complexity increase the cost of this topology.

The second category of active balancing are shuttling methods [8,9]; they use external energy-storing elements, for example, capacitors, to move charge between cells within a pack. They can be used in both charging and discharging modes. An example for \( n = 3 \) cells is depicted in Figure 7.36 employing \( n - 1 \) capacitors and \( n \) three-terminal switches. In this example, charge
is shuttled between nearby cells depending on the switch configuration and cell voltage conditions. For example, consider the case when the first cell is at a higher SOC/voltage state than the second cell, C1 would be connected to be in parallel with this cell to drain it and charge the capacitor. Then C1 would be connected in parallel to the second lower SOC/voltage cell to transfer charge to it. The same strategy can be employed for pack charging and discharging. The size of the capacitor affects the speed both in terms of voltage change time constants and maximum amount of charge transfer shuttling. Equalization speed can be low in cases where charge needs to be transferred from faraway cells. Alternative shuttling topologies that change the arrangement and number of capacitors have also been developed to improve balancing control and speed [9].

The third category of balancing methodologies include energy converter methods. They can feature multiple and possibly isolated converters such as buck and/or boost, Ćuk, flyback, or quasi-resonant [9]. They are characterized by their increased balancing control capability and relatively high complexity. An example employing isolated bidirectional step-up (boost) converters with isolated grounds is depicted in Figure 7.37. A single-cell-to-pack philosophy is used here where the

**FIGURE 7.36** Switched capacitor-shuttling topology.

**FIGURE 7.37** Step-up energy converter topology.
converters can control the rate and direction of balancing of each cell by controlling the current flows through the converters. More complex control is needed for this topology since low-level control is needed at each converter and a higher level of control is employed for balancing. The design of the converter is also dependent on the number of cells in series since it needs to accommodate a potentially large discrepancy between cell and pack voltage. Besides the advantage of enhanced balancing control, this design is also fairly modular.

7.9 STATE AND PARAMETER ESTIMATION

7.9.1 Estimation Algorithms

In this section, common discrete-time estimation algorithms used for online energy storage state/parameter estimation are briefly reviewed. Specifically, recursive least squares (RLS), Kalman filter (KF), and extended Kalman filter (EKF) are presented. A brief overview of each algorithm and its mechanics is given. The focus is on the implementation of the algorithm rather than the theory of its derivations.

RLS is an algorithm that can estimate parameters using a recursive implementation of weighted least-squares fitting [10]. It assumes the following regressed form:

\[ y_k = c_k^T x_k + v_k \]  

(7.27)

where \( y_k \) is a measurement, \( c_k \) is a regression column vector composed of known/measurable quantities, \( v_k \) is a noise vector, and \( x_k \) is a vector to be estimated. RLS aims to find recursively in time an estimate of \( x_k \) that minimizes the following sum of squared errors:

\[ E(k) = \sum_{i=1}^{k} \lambda^{k-i} (y_i - c_i^T x_k)^2 \]  

(7.28)

where \( 0 < \lambda \leq 1 \) is a forgetting factor that diminishes the influence of old data; it is typically chosen close to one. The algorithm also recursively updates an estimate of the covariance matrix; it is denoted as \( P_k \). The algorithm requires initial estimates \( x_0 \) and \( P_0 \). The mechanics of the algorithm are illustrated in Figure 7.38 and Table 7.4.

The second algorithm presented is the KF. It fundamentally differs from RLS in that it embeds a model into the filter and uses it to predict an intermediate estimate. The KF also generalizes to consider a multidimensional output vector. Therefore, a discrete-time state-space model of the following form is assumed:
TABLE 7.4

RLS Algorithm

<table>
<thead>
<tr>
<th>Step</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Kalman gain calculation</td>
<td>$k_k = P_{k-1} c_k \left( \lambda + c_k^T P_{k-1} c_k \right)^{-1}$</td>
</tr>
<tr>
<td>2. Covariance matrix update</td>
<td>$P_k = \frac{1}{\lambda} (I - k_k c_k^T) P_{k-1}$</td>
</tr>
<tr>
<td>3. Estimate update</td>
<td>$x_k = x_{k-1} + k_k (y_k - c_k^T x_{k-1})$</td>
</tr>
</tbody>
</table>

where $x_k$ is to be an estimated system state vector at time $k$, and $u_k$ is a known input vector, $y_k$ is a measurement vector, and $w_k$ and $v_k$ represent the process noise and measurement noise, respectively.

The KF is an optimal estimator [11] under the assumption of normally distributed, zero mean, and independent process and measurement noise, that is, with probability distributions

$$P(w) \sim N(0, Q), \quad P(v) \sim N(0, R)$$

where $Q$ is the process noise covariance matrix and $R$ is the measurement noise covariance matrix.

The mechanics of the KF are illustrated in Figure 7.39 and Table 7.5.

In the time update steps 1 and 2, a priori state and a priori covariance are predicted from time step $k-1$ to $k$. During the measurement update steps 3–5, the Kalman gain matrix $K_k$ is used to obtain a posteriori covariance matrix and state estimate. Note that in the last step, the predicted output based on the predicted state estimate is used. It is noted for single-dimension measurement estimation, that the latter half of the KF is nearly identical to RLS with forgetting factor equal to one. The matrices $Q_k$ and $R_k$ are used to tune the filter, and $x_{0|0}$ and $P_{0|0}$ are used to initialize it.

The third estimation algorithm handles nonlinear systems of the form

$$x_k = f(x_{k-1}, u_{k-1}) + w_{k-1}$$

(7.32)

![FIGURE 7.39 KF block diagram.](www.electronicbo.com)
where \( f() \) and \( g() \) are nonlinear functions, and \( w_k \) and \( v_k \) are process and measurement noise vectors. For such nonlinear systems, a modified KF that linearizes around the state estimates can be used. It is referred to as the EKF [12] and for nonlinear systems, it becomes a suboptimal filter.

For EKF, the nonlinear functions of \( f() \) and \( g() \) are used for prediction; however, covariance matrix updates and Kalman gain calculation employ linearized Jacobian matrices of \( f() \) and \( g() \) as follows:

\[
A_k = \frac{\partial f(x, u_k)}{\partial x} \bigg|_{x=x_{ik}} \quad C_k = \frac{\partial g(x, u_k)}{\partial x} \bigg|_{x=x_{ik}}
\]

\( (7.34) \)

In effect, the nonlinear functions are approximated as first-order Taylor series expansion around the most recent estimates. Normal noise distributions are assumed around these points. This assumption may not be valid, due to, for example, nonlinear mapping of process noise, which can result in a bias in the state estimation. Nonetheless, the EKF is still widely used and can be an effective estimator for nonlinear systems. The mechanics of the EKF are summarized in Figure 7.40 and Table 7.6.

There are other estimation algorithms that have been used by researchers for BSE. Plett has employed a sigma-point Kalman filter (SPKF) [13]; it uses a collection of the so-called sigma points to approximate the mean and covariance of the state vector. SPKF can deal with bias better than EKF. Multiscale dual EKF estimation has been employed by Xiong et al. to deal with estimation of states/parameters that evolves at very different timescales [14]. Another approach employing the so-called smooth variable structure filter (SVSF) has been used by Farag et al. for SOC estimation.

**TABLE 7.5**

**KF Algorithm**

1. **A priori** covariance update
   \[
P_{k|k-1} = A_{k-1}P_{k-1|k-1}A_{k-1}^T + Q_{k-1}
   \]

2. **A priori** estimate prediction
   \[
x_k = A_{k-1}x_{k-1} + B_{k-1}u_{k-1}
   \]

3. Kalman gain calculation
   \[
   K_k = P_{k|k-1}C_k^T(C_kP_{k|k-1}C_k^T + R_k)^{-1}
   \]

4. **A posteriori** covariance update
   \[
P_{k|k} = (I - K_kC_k)P_{k|k-1}
   \]

5. **A posteriori** estimation correction
   \[
x_{k|k} = x_{k|k-1} + K_k(y_k - C_kx_{k|k-1} - D_ku_k)
   \]

\( (7.33) \)

**FIGURE 7.40** EKF block diagram.
TABLE 7.6
EKF Algorithm
1. A priori linearization
   \[ A_{k-1} = \frac{\partial f(x_k, u_k)}{\partial x} \]
2. A priori covariance update
   \[ P_{k|k-1} = A_{k-1} P_{k-1|k-1} A_{k-1}^T + Q_{k-1} \]
3. A priori estimate prediction
   \[ x_k = f(x_{k-1}, u_{k-1}) \]
4. A posteriori linearization
   \[ C_k = \frac{\partial g(x_k, u_k)}{\partial x} \]
5. Kalman gain matrix calculation
   \[ K_k = P_{k|k-1} C_k (C_k P_{k|k-1} C_k^T + R_k)^{-1} \]
6. A posteriori covariance update
   \[ P_{k|k} = (I - K_k C_k) P_{k|k-1} \]
7. A posteriori estimate correction
   \[ x_{k|k} = x_{k|k-1} + K_k (y_k - g(x_{k|k-1}, u_k)) \]

[5]; SVSF does not employ covariance matrix updates and uses a different gain correction matrix instead of the Kalman gain matrix.

7.9.2 Online SOC and Impedance Estimation

In this section, it is described how the algorithms in the previous section can be used for online estimation of cell SOC and impedance. A 1RC ECM from Section 7.6.1 will be used as an illustrative example; for simplicity, a symmetric ohmic resistance is used, and both hysteresis effects and self-discharge are ignored; therefore, \( R_0 = R_0' = R_0'' \), \( V_{OCV} = V_o \) and \( \rho_{sd} = 0 \). The approaches in this section assume that some of the cell model parameters are known or are modeled to sufficient accuracy, for example, inefficiencies, capacity, and the known OCV–SOC curve.

If an ideal current sensor is used, Equation 7.12 is sufficient for online SOC measurement provided the initial SOC is known; the latter can be obtained from a rested voltage measurement when \( V = V_o \). Owing to the presence of sensor noise and unavoidable sensor bias, current-only SOC estimation leads to estimation drift. Filtering approaches that employ both current and voltage measurements can be used to prevent drift. The approach by Verbrugge and Koch [15] updates SOC according to

\[
SOC_k = w_{SOC} SOC^{C}_k + (1 - w_{SOC}) SOC^{V}_k
\]

(7.35)

where \( SOC^{C}_k \) is an estimate based on current integration, \( SOC^{V}_k \) is an estimate that employs voltage measurements, and \( w_{SOC} \) is a weighting parameter tuned to yield desired performance. For example, using \( w_{SOC} = 0 \) is acceptable when the cell is in a rested state; otherwise, values close to one are used. The current integration-based estimate is calculated using

\[
SOC^{C}_k = SOC_{k-1} - \frac{\Delta t}{C_{AP}} [\eta_c I^{+}_{k-1} + \eta_d I^{-}_{k-1}]
\]

(7.36)

where Equation 7.18 defines charging and discharging currents; note \( I_k = I^+_k + I^-_k \).

The voltage-based estimate is found by using the inverse of the OCV–SOC curve with an estimate of \( V_o \), that is, \( SOC^{V}_k = f_{V_o}^{-1}(V_o, T) \); a look-up-table approach can be employed. Owing to cell ohmic and RC resistance, the cell voltage measurement cannot be directly used; therefore, \( V_o \) must be estimated.

RLS can be employed to estimate both \( V_o \) and impedance. To derive the regression equation, the discrete-time state-space model is first presented; simplifying Equations 7.15 and 7.16 leads to
The above two equations can be manipulated to eliminate RC voltage $V_1$ and yield the regressed form $y_k = V_k = c^T_k x_k$ where

\[
e^\frac{-\Delta t}{R C} V_{k-1} + R_1 \left( 1 - e^\frac{-\Delta t}{R C} \right) I_{k-1}
\]  

\[
v_k = v_{o_k} - R_0 I_k - V_1
\]  

The last equation can be rearranged to yield impedance and OCV estimates

\[
V_{o_k} = \frac{x_k(4)}{1-x_k(1)}
\]

\[
R_{o_k} = x_k(2)
\]

\[
R_{i_k} = \frac{x_k(3) - x_k(2)x_k(1)}{x_k(1) - 1}
\]  

Alternatively, the KF can be used to estimate $V_o$, the resistances, and even the RC voltage state $V_1$; the estimation vector becomes $x_k^T = [V_1, V_o, R_o, R_i]$. An assumption will be made that the time-constant-related parameter $\theta = e^{-\Delta t/(R C)}$ is known and inputted to the filter. Considering dynamics (7.37) and (7.38), and using

\[
V_{o_{k+1}} = V_{o_k}, R_{o_{k+1}} = R_{o_k}, R_{i_{k+1}} = R_{i_k}
\]  

results in KF state-space matrices

\[
A_k = \begin{bmatrix}
\theta & 0 & 0 & (1-\theta)I_k \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}, \quad B_k = \emptyset
\]

\[
C_k = \begin{bmatrix}
-1 & 1 & -I_k & 0
\end{bmatrix}, \quad D_k = \emptyset
\]  

It is noted here that both the KF and RLS filters presented here inherently assume a model with constant OCV; therefore, even with proper filter tuning, the estimation response of $V_o$ is slow compared to the typical drive-cycle excitation dynamics. They cannot solely be used for SOC estimation; therefore, they should be combined with the current integration methods as in Equation 7.35. For the same reasons, the estimated resistances represent more average values rather than instantaneous resistances. The RLS filter is somewhat less sensitive to this since it employs a forgetting factor; however, decreasing $\lambda$ generally comes at a cost of increased estimate noise.

A third approach employing EKF can be used to estimate all states and parameters simultaneously while employing a current integration SOC model as in Equation 7.12. The nonlinear
OCV–SOC mapping is also embedded into the filter. Many variations of this filter are present in the literature; two examples can be found in [6,14]. These types of filters do not need to use Equation 7.35 since they automatically weight current integration and voltage-based estimations in an arguably optimal manner. The estimation vector is defined as $\mathbf{x}_k^T = [V_1 \ SO\ R_0 \ R_1 \ \theta]$, where $\theta = e^{-\Delta t/R C}$. The discrete-time nonlinear model equations become

$$V_k = \theta_k V_{k-1} + R_1 (1 - \theta_k) I_{k-1}$$

$$SOC_k = SOC_{k-1} - \frac{\Delta t}{CAP} \eta I_{k-1}$$

$$V_k = g_{V_o}(SOC) - R_0 I_k - V_k$$

where $\eta = \eta_c$ for charge and $\eta = \eta_d^{-1}$ for discharge. Equation 7.44 is nonlinear due to the bilinear term $R_1 \theta_k$, and the output equation (7.46) is also nonlinear since it contains the OCV–SOC mapping. The discrete-time models $\theta_{k+1} = \theta_k$, $R_{0k+1} = R_0$, and $R_{1k+1} = R_1$, are also employed. Using these and Equations 7.45 through 7.47, the linearized EKF matrices (7.34) become

$$A_k = \begin{bmatrix} \theta_k & 0 & 0 & (1 - \theta_k) I_k & V_{1k} - R_1 I_k \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

$$C_k = \begin{bmatrix} -1 \frac{\partial g_{V_o}(SOC)}{\partial SOC} \bigg|_{SOC=SOC_{k|k-1}} \\ 0 \\ 0 \end{bmatrix}$$

Recall that $SOC_{k|k-1}$ is the predicted SOC, that is, the right-hand side of Equation 7.46. It is noted that EKF methods perform best when the initial estimates are close to the actual values; this improves the stability of the filter and strengthens the validity of the first-order linearization. Ad hoc approaches such as limiting the estimates to a specific range can improve the performance of this filter. Moreover, simplifying this filter to take the parameter $\theta$ as an input still requires the use of EKF since the nonlinear OCV–SOC mapping is still present.

A remark concerning observability is warranted; observe that some state-space matrix elements contain current measurements; under static conditions of CC, one can show that the entire estimation vector is not observable. For example, a time-invariant observability matrix [16] can be shown to be rank deficient. Sufficient excitation is needed particularly to estimate the dynamic RC-related parameters. This condition can be readily satisfied in vehicle applications where the drive-cycle operating conditions span a wide range of currents and voltages over a relatively large frequency spectrum.

**EXERCISES**

7.1 Calculate theoretical Wh/kg of (a) lead acid, (b) Ni–MH, (c) LiCoO$_2$, and (d) Na–Ni–Cl.

7.2 Use 1RC discrete-time ECM dynamics to derive equations for maximum current given voltage limits $V_{\text{max}}$ and $V_{\text{min}}$. (a) Assume constant model parameters and (b) comment on difficulties encountered when variations of model parameters are considered.
7.3 Perform OCV–SOC curve fitting using the combined model on sample data. Consider using an optimization approach and extending the model.

7.4 Build a cell ECM in a circuit simulation software and generate sample output from HPPC-style pulses to observe effects of relaxation and hysteresis.

7.5 Extend the ECM model to consider asymmetric charge/discharge behavior in the RC elements, consider different approaches, and comment on them.

7.6 Research an active balancing topology not described in this chapter and compare it to the ones presented.

7.7 Research LiFePO$_4$- and LiMn$_2$O$_4$-based Li-ion cells, then compare them with each other, and the LiCoO$_2$-based cell described in this chapter.

7.8 Research another equivalent circuit model and then derive its continuous time and discrete-time dynamics.

7.8 Rederive the ECM discrete-time dynamics using a linear interpolation hold for input current instead of a zero-order hold.

7.10 Derive the 2RC ECM regression equation that can be used for RLS.

7.11 Compare estimation performance of RLS and KF/EKF on a fixed parameter 1RC ECM.

7.12 Research three other energy storage technologies not described in this chapter and comment on their suitability for automotive applications.
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In this chapter, hybrid energy storage systems (ESS) are presented for the decoupled power and energy components of the plug-in electric vehicles (PEVs*). A stand-alone battery system with an energy capacity sized to propel the vehicle some distance at a moderate speed on a single charge in an all-electric mode may not be sufficient to satisfy peak demand periods and transient load variations in PEVs. In such a case, the battery would need to be oversized to supply the extra power needed to overcome these limitations, thus increasing the weight, volume, and cost as well as the number and depth of charge/discharge cycles. All these factors lead to concern over battery lifetime, which is one of the strongest barriers currently preventing rapid commercialization of PEVs. Alternatively, an ultra-capacitor (UC) bank can supply or recapture large bursts of power at high C-rates.

* PEV includes all-electric vehicles (also known as battery electric vehicles) and plug-in electric vehicles (PHEVs).
Battery/UC hybrid operation provides an improved solution over the stand-alone battery design in terms of improved power management and control flexibility. Moreover, the voltage of the battery pack can be selected to be lower than the UC bank, which will result in cost and size reduction of the battery. Furthermore, since the battery is not prone to supply peak and sharp power variations, the stress on the battery is reduced and the battery lifetime can be increased. Utilizing UCs tends to result in more effective capturing of braking energy, especially in sudden/hard braking conditions, and this would further increase the fuel economy as larger energy transients are able to flow or be recaptured more easily.

### 8.1 Combined Battery and UC Topologies

To provide more efficient propulsion without sacrificing the performance or increasing fuel consumption, more than one energy storage device, each with different power/energy characteristics, can be used in PEVs. In such a system, proper power budgeting based on the specific characteristics of energy sources should result in higher efficiency, longer life and reduced wear on energy sources, and an overall reduction in size and cost. The combination of energy sources should be able to store, supply, and recapture high-power pulses in a typical or worst-case drive cycle, as well as supply the steady demands of the car. A hybrid topology composed of a high-power-density component such as an UC and a high-energy-density component such as a rechargeable battery offers a compromise of both \[1,2\].

The energy storage devices in electric vehicles (EVs) should be able to meet the demands that the vehicle may encounter under any condition. Rechargeable chemical batteries are the most traditional energy storage sources for EVs. However, since the source needs to supply the peak power demands of the traction motor during transient and rapid accelerations, and since the current technologies do not provide a battery with sufficiently high-power densities, the size and cost of the battery pack significantly increase if it is required to supply all the load demands.

A PEV traction battery may be sized to successfully meet the energy capacity needs for a given single-charge travel distance requirement, but since the present generation of highly energy-dense lithium-ion battery technology has a relatively low-power density, this single power source may not be capable of sourcing or sinking large, short bursts of acceleration or regenerative braking energy. Moreover, battery longevity is directly related to both the depth of discharge and quantity of micro or macro charge/discharge cycles, that is, the short, powerful charge/discharge cycles associated with sharp acceleration and hard regenerative braking. Battery C-rate is defined as the parameter, which expresses battery discharge intensity \[3\], and when designing a battery-powered system, low C-rates will tend to increase battery life span and thus, instantaneous charge/discharge pulses or fast-fluctuating currents should be avoided. The problems associated with cycling batteries at high C-rates include decreased capacity, excessive heating (which would require additional cooling), and increased DC resistance (DCR); with capacity and DCR being those metrics used to define battery performance and therefore end of life.

Without a secondary ESS, the battery pack must supply all vehicle power demands that may result in an oversized system with a massive energy density to compensate for power-density shortcomings. This would result in increased cost and size of the battery pack or, if a smaller pack was used, it would shorten the battery lifetime, causing potential thermal runway problems \[4\]. For this reason, UCs are proposed, because of their higher specific power and cycling efficiency \[5\], to relieve the battery bank of peak power transfer stresses. Combining these two energy sources, a hybrid system composed of batteries and UCs can not only meet both energy and power requirements of the drive train better, but also provide the flexibility of using smaller batteries with less peak-output power \[6,7\]. Owing to their very low internal resistances, UCs have very small time constants and can deliver high-power charge and discharge pulses \[8\] for relatively short durations. The manufacturer performance rating for certain UCs states a 20% decrease of initial capacitance and doubling of internal resistance over a period of 1,000,000 cycles \[9\]. The curves showing whether this wear and tear is linear or exponential over time are not provided, but with 1,000,000 cycle rating, it is likely that a system will not see serious degradation for a substantial length of time or energy throughput.
By employing UCs with batteries in a proper, efficient, and cost-effective manner, the peak current capacity of the overall topology can be increased. Therefore, the hybrid topology could benefit from an intermediate storage of high power in a buffer stage designed to deliver or receive current for the highest peaks, thus reducing both the number and the depth of discharge cycles of the batteries [7–11].

Different topologies for combining hybrid energy sources have been studied in the literature [7–15]. A direct parallel connection of two sources [12], a bidirectional DC/DC converter between the battery and UC bank [3–13], and two DC/DC converters sharing the same output [14] are among the conventional options.

8.1.1 **Topology 1: Passive Parallel Configuration**

Combining two power sources passively in parallel is the simplest method as the output voltages of both sources are automatically equalized by virtue of being directly connected to the same bus. The passive parallel connection topology is shown in Figure 8.1 with the bidirectional converter interfacing the common ESS bus to the DC link and motor drive. Since the converter is operated to provide constant input voltage to the DC link/motor drive, when the mechanical load on the machine increases, motor current will tend to increase, decreasing the DC link voltage. This will cause more power to be drawn from the ESS through the bidirectional converter to return the DC link to its nominal voltage. On the other hand, whenever braking occurs, the motor drive operates as a generator and captures the braking energy back to the DC link. Therefore, DC link voltage increases during braking or a reduction in mechanical load, and the bidirectional converter is operated in reverse (from DC link to ESS bus) to regulate the DC link voltage.

This topology provides simplicity and cost-effectiveness for hybrid ESSs. In this connection topology, it is expected that the UC will act faster than the battery due to its lower time constant. Therefore, it is anticipated that the UC will provide the transients and fast power variations while the battery supplies a relatively slow-varying current due to its slower dynamics [12]. However, in this topology, directly after current is drawn from the UC, since they are directly connected, the battery will supply a similar current profile for voltage equalization, since there is no active battery current waveform shaper, limiter, or controller. Battery current is, therefore, not effectively controlled [16] and this presents a drawback to the passive parallel connection topology. In addition to this drawback, the nominal battery and UC voltages must be sized to match, which puts an extra restriction on system configuration.

8.1.2 **Topology 2: UC/Battery Configuration**

The most common UC/battery configuration connects the UC terminals to the DC link through a bidirectional DC/DC converter [17]. In this topology, the battery is directly connected to the DC link and a bidirectional interface is used for UC connection, as shown in Figure 8.2. Figure 8.3

![FIGURE 8.1 Passive parallel connection topology.](image)
shows another common view of the same connection topology. In this case, the power contribution from the UC can be effectively controlled [18], and the bidirectional DC/DC interface also helps to efficiently and more completely recapture braking energy. Moreover, an UC voltage can be selected that is different from the nominal DC link voltage, allowing the UC energy capacity to be increased or decreased regardless of the system DC voltage, since UC energy capacity varies by the square of its voltage. Since the battery is directly connected to the DC link, input voltage to the motor drive is relatively constant and further DC link voltage regulation is not required. This provides simplicity of control and voltage control loops may be eliminated.

The disadvantage of this topology is that the braking energy captured by the battery is not directly controlled. Braking energy recovered by the battery depends on the power level, battery state of charge (SoC), and the amount of energy captured by the UC. The other drawback is that the bidirectional DC/DC converter must operate properly even with low UC voltages and therefore higher current values; so, current ratings of the switches and other power electronics should be chosen appropriately.

8.1.3 Topology 3: Battery/UC Configuration

For the battery/UC topology shown in Figure 8.4, the positions of the devices are simply switched as compared to the UC/battery configuration [19,20].

The main advantage of this topology is that the battery voltage can be maintained at a lower level. During braking, the UC is recharged directly from the DC link and some portion of the
braking energy, appropriately current limited, can be transferred to the battery. Since the UC is directly connected to the DC link, it acts as a low-pass filter and takes care of fast load transients. However, the battery pack should be controlled in a way such that it continually maintains an appropriate voltage across the UC and DC link. The control strategy for the battery pack may be designed such that it supplies the average and slow-changing load variations, while the UC supplies the rest, acting as a buffer with faster dynamics. If the UC is not sized large enough or charged continually, the DC link voltage will be allowed to fluctuate over a wide range, and in this case, the motor drive inverter should be capable of operating over a large input voltage range.

In this topology, for simplicity and cost-effectiveness, the battery pack converter can be unidirectional. Since the overall system is that of a plug-in hybrid, the battery pack can be configured to only receive a charge from an on-board generator or an external source, and UC can be the only device responsible for capturing braking energy. This scheme would provide a significant amount of simplicity for power budgeting during braking.

8.1.4 TOPOLOGY 4: CASCaded CONVERTers CONFIGURATION

Alternatively, one energy storage device can be cascaded to the motor drive through a DC/DC converter and the other cascaded through the first and a second DC/DC converter [21,22]. The cascaded converters configuration is presented in Figure 8.5.

In this configuration, both battery and UC voltages can be decoupled from the system voltage and from each other. It is preferred that the battery’s converter controls the battery output current and therefore the stress on the battery. If the UC is undersized or the battery converter is not appropriately controlled, the UC voltage can vary substantially. At low UC voltages, the input current to the UC converter can be very high, leading to higher conduction losses and the need for high-current-rated switches. Additionally, the UC DC/DC converter must provide stable operation over a wide voltage input range.

FIGURE 8.4 Battery/UC topology.

FIGURE 8.5 Cascaded converters configuration.
The major disadvantage of the cascaded converter topology is that additional losses may be encountered at the battery power flow path since there are two cascaded converters between the battery and DC link.

The battery converter can again be a unidirectional converter for control and configuration simplicity. In the case of a boost converter for the battery, the battery’s power contribution can be easily controlled by current control mode [16]. The UC converter can be controlled for DC link regulation and the battery can be controlled such that it supplies a smoother current profile during the operation.

As in topology 3, the positions of the battery and UC can be switched, leading to another cascaded converters topology. However, in this case, the power contribution from the UC could possibly result in a more fluctuation voltage applied to the battery terminals. On the other hand, since the battery is the DC link side energy storage device, DC link voltage regulation could be easily accomplished by virtue of a nearly constant battery voltage.

8.1.5 **TOPOLOGY 5: MULTIPLE PARALLEL-CONNECTED CONVERTERS CONFIGURATION**

In this topology, each energy storage device has its own bidirectional DC/DC converter for interfacing with the DC link [11,22–24] and the outputs of each converter are all held in parallel. The block diagram of the multiple parallel-connected converters topology is given in Figure 8.6.

Although this topology is called a multiple-input converter, this is not a “true” multiple-input converter since each energy storage device has an individual converter and its contributions to the DC link are paralleled. This topology offers the highest flexibility and provides better functionality than that of the cascaded converters topology. The voltages of the battery and UC are decoupled from each other as well as the DC link voltage. Since power controls and power flow paths from the energy storage devices are totally decoupled, this topology is superior from stability, efficiency, and control simplicity points of view. The reliability is also improved since one source can keep operating through the failure of another.

As discussed in Reference 24, the battery can be operated in current control mode, supplying the load variations averaged and smoothened over a period of time. Meanwhile, the UC can be operated in voltage control mode, maintaining a nearly constant voltage across the DC link. Therefore, the UC will supply fast load variations and transients during both rapid acceleration and sudden braking conditions. This is due to the fact that these load activities directly affect the DC link voltage, and as long as DC link voltage is regulated fast enough, all load demands will be satisfied.

**FIGURE 8.6** Multiple parallel-connected converters topology.
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The bidirectional DC/DC converters discussed for topologies 2 through 4 could be typical two-quadrant converters, able to operate in boost mode in one direction and buck mode in the other, as shown in Figure 8.7. This topology is also called a half-bridge bidirectional DC/DC converter.

As shown in Figure 8.7, for power flow from an energy storage device to the DC link, inductor $L$, switch $T_1$, and diode $D_2$ form a boost converter. To accommodate power flow from the DC link to an energy storage device, switch $T_2$, diode $D_1$, and inductor $L$ form a buck converter. Of course, other types of bidirectional converters could also be used, and some of these are presented in the following sections.

**8.1.6 Topology 6: Multiple Dual-Active-Bridge Converters Configuration**

It is well known that conventional buck–boost converters can step the source voltage up or down at the cost of having a negative voltage output. Therefore, an inverting transformer is usually employed to obtain a positive output voltage. Although the transformer adds cost and volume to the system, it may be advantageous when there are two input sources for both isolation and coupling. Two buck–boost-type DC/DC converters for the UC and battery can be combined through the magnetic coupling of a transformer reactor [25]. However, neither conventional buck–boost nor buck–boost with transformer topologies is suitable for vehicle propulsion systems since they are not capable of bidirectional operation. On the other hand, dual-active-bridge DC/DC converters [26] can be employed for the combined operation of batteries and UCs. Although transformers typically add cost and volume to a system, the transformer in the dual-active-bridge converter operates at a very high frequency and it may therefore be very small and cheap. Having a transformer in the converter topology may be advantageous when there are two or more input sources since they can be combined through the magnetic coupling of the transformer reactor. The dual-active-bridge converter with two input sources is presented in Figure 8.8. Although this topology completely isolates the input sources from the DC link, it requires a greater number of switches at increased cost. If only isolation is required, the number of switches can be reduced by employing half-bridge inverters/rectifiers instead of full-bridge versions. This dual-active-bridge topology with half-bridge converters would cut the number of switches into half, and is given in Figure 8.9.

**8.1.7 Topology 7: Dual-Source Bidirectional Converters Configuration**

In the multiple-converters configuration, as discussed earlier, each individual converter shares the same output; hence, the combination of converters occurs at the output. Instead of paralleling the converters’ outputs at the DC link, the combination can be applied at the input, as in dual-source bidirectional converters [27,28]. The dual-source bidirectional converters configuration is presented in Figure 8.10.

Although this topology is very similar to topology 5, there is one less switch in this dual-source input case. For the UC, inductor $L_1$, switch $T_1$, and diode $D_2$ form a boost converter when transferring
power from battery to the DC link, and for the battery, inductor $L_2$, switch $T_3$, and $D_1-D_2$ path form a boost converter when transferring power from UC to the DC link. During regenerative braking, the interface should be operated in buck mode. Switch $T_2$, diode $D_1$, and inductor $L_1$ form a buck converter from the DC link to the UC. On the other hand, some regenerative braking energy can be conveyed to the UC applying a pulse width modulation (PWM) signal to $T_1$. In this case, switches $T_2$ and $T_1$, diode $D_3$, and inductor $L_2$ will form a buck converter from DC link to the UC. By applying an appropriate duty cycle to $T_1$ and $T_2$, braking energy can be properly shared.

Although one switch is eliminated as compared to the multiple-converters configuration, a complicated control system is the main drawback of this configuration.
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8.1.8 **TOPOLOGY 8: MULTIPLE-INPUT CONVERTER CONFIGURATION**

In the previously discussed topologies, battery and UC energy storage devices were employed through their individual DC/DC converters. Unlike these configurations, the multiple-input DC/DC converter has the flexibility of adding a number of inputs at the added cost of one switch and one diode (two switches and two diodes in the case of bidirectional operation). The multiple-input DC/DC converter topology with battery and UC input sources is given in Figure 8.11.

In this converter topology, the inputs share the same converter inductor and are connected through bidirectional switches [28–31]. This converter is capable of operating in buck, boost, and buck-boost modes for power flow in both directions. The assumption of a continuous inductor current requires that at least one input switch or diode is conducting at all times. The respective input diode is ON if all the input switches are OFF. If more than one switch is turned ON at the same time, the inductor voltage equals to the highest input voltage [32].
Under acceleration conditions, both sources deliver power to the DC link. Since the UC voltage varies in a wider range than that of the battery, battery voltage can be selected higher than the UC for simpler operation. Since battery voltage is higher than that of the UC, $S_{1A}$ is turned ON in boost mode. Switch $Q_2$ can be switched to control the inductor current, and power flow from battery to the UC can be controlled by switch $S_{1A}$. Diode $D_3$ conducts when $Q_2$ is turned OFF. During deceleration, the braking energy is transferred from the DC link to the energy storage devices and the converter is operated in buck mode. Since the UC voltage is less than the battery voltage, $S_{1B}$ is always turned ON. Switch $Q_3$ can be used to control the inductor current. Power sharing between inputs is accomplished by controlling $S_{2B}$. Diode $D_2$ cannot conduct until switch $Q_3$ is turned OFF.

The main advantage of this topology is that only one inductor is required for the whole converter even if more inputs are connected, which can decrease the volume and weight of the converter significantly as compared to multi-inductor or transformer topologies. Conversely, power budgeting in both boost and buck modes is very challenging and requires advanced control design.

### 8.1.9 **Topology 9: Multiple Modes Single-Converter Configuration**

In this design, only one bidirectional converter is required, with the UC voltage selected to be higher than the battery voltage. The UC is directly connected to the DC link to supply peak power demands, and the battery is connected to the DC bus through a diode. The bidirectional DC/DC converter is connected between the battery and UC, as shown in Figure 8.12, to transfer power between them [18]. This converter is controlled to maintain a higher voltage across the UC than the battery, and therefore, the diode is reverse biased for the majority of operations.

This converter has four different modes of operation: low-power mode, high-power mode, regenerative braking mode, and acceleration mode.

In low-power mode, it is assumed that the total power demand is less than the power capacity of the bidirectional converter. In this mode, since the UC/DC link voltage is higher than the battery voltage, the diode $D_B$ is reverse biased. Since the power demand is lower than the capacity of the bidirectional converter, there is no power flow from the battery to the DC link. The battery supplies only power to the UC to keep its voltage at some predetermined higher level.

Whenever the power demand of the vehicle is greater than the converter power capacity, the system operates in high-power mode. In this mode, the UC voltage cannot be maintained at that high value since the power from the battery to the UC is less than the power from UC to the DC link. In this case, diode $D_B$ is forward biased and the battery also directly supplies power to the DC link along with the UC.

During regenerative braking mode, since the UC is directly connected to the DC link, it is recharged by virtue of its position in the circuit, while diode $D_B$ blocks the DC link power to prevent recharging of the battery directly. Some portion of the recaptured braking energy can be transferred to the battery through the bidirectional converter. Therefore, this mode provides controlled recharging for the battery; that is, whenever UC is fully charged but there is still regenerative energy available, the rest of the energy can be transferred to the battery as long as the regenerative current does

![FIGURE 8.12 Single bidirectional converter topology.](image-url)
not exceed the maximum battery-charging current. In the latter case, mechanical brakes could be utilized to keep the battery current below the maximum limit.

When the vehicle first starts to accelerate, the voltage across the UC is higher than that of the battery, and is equal to that of the DC link. Power demand on the vehicle is high, and UC voltage therefore drops. During the acceleration mode, the UC discharges through the DC link and the battery supplies power to the DC link through the bidirectional converter. Whenever the DC link voltage decreases to the level of the battery voltage, $D_B$ becomes forward biased and the system switches to the high-power mode.

The advantage of this topology is that it requires only one converter. However, although power is shared among battery and UC during different modes, the battery current is not effectively controlled, especially in the regenerative mode with its potentially sharp transients.

### 8.1.10 Topology 10: Interleaved Converter Configuration

The combination of battery and UC can also be achieved by using interleaved converters. The interleaved converter configuration is composed of a number of switching converters connected in parallel, as shown in Figure 8.13.

When low-current ripples or very tight tolerances are required, interleaved converters tend to be preferred. Interleaved converters offer very lower inductor current ripple than regular bidirectional converters, and the overall efficiency for a given power requirement is greater since each interleaved architecture has smaller power rating and smaller overall loss. Interleaved converters also have faster transient response to load changes [33–35].

As shown in Figure 8.13, the battery is interfaced to the UC terminals through the interleaved converters with UC directly connected to the DC link. Alternatively, UC and battery positions can be reversed, as shown by the dashed lines in Figure 8.13. In addition to these two configurations, the interleaved converters can be employed within topologies 2 through 5, presented in the earlier sections.

### 8.1.11 Topology 11: Switched Capacitor Converter Configuration

Another bidirectional interface that combines battery and UC operation in PEVs, the switched capacitor converter (SCC), can also be employed [33]. An SCC is basically a combination of switches and capacitors, and by different combinations of switches and capacitors, these converters can produce an output voltage that is higher or lower than the input voltage. In addition, reverse polarity at the

![FIGURE 8.13 Parallel interleaved three-stage bidirectional converter.](Image)
output can be provided if necessary. The capacitor can be charged or discharged through various paths formed by the controlled switches. Four switches, three diodes, and one switched capacitor can be used for a typical SCC. SCC can have a large voltage conversion ratio with very high efficiency, and therefore, they appear to be well suited for automotive applications [36–39].

An example of a battery/UC combination through SCC is provided in Figure 8.14. On the basis of the circuit configuration shown in Figure 8.14, battery energy can be delivered to the load side by buck mode operation and the battery can be recharged by boost mode operation. In buck mode, switches $S_1$ and $S_4$ are turned ON until capacitor $C$ is charged to some desired voltage level less than that of the battery, at which point, $C$ is disconnected from the battery terminal by turning switches $S_1$ and $S_4$ OFF and connected to the load by turning switch $S_2$ ON to transfer its stored energy through $S_2$ and diode $D_4$. In boost mode, $C$ can be charged from the load side through $D_2$ and $S_4$. After this stage, the $S_3$ and $D_1$ become the operating switches and the energy in $C$ is discharged to the battery side. This control strategy offers control simplicity, continuous input current waveform in both modes of operation, and low source current ripple [33].

As shown in Figure 8.14, the battery is interfaced to the UC terminals through the SCC and the UC is directly connected to the DC link. Alternatively, UC and battery positions can be reversed, as shown by the dashed lines in Figure 8.14. In addition to these two configurations, the SCC can be employed within topologies 2 through 5, as a bidirectional converter, presented in the earlier sections.

### 8.1.12 Topology 12: Coupled Inductor-Based Hybridization Architecture

The system layout of this hybrid battery/UC architecture is demonstrated in Figure 8.15 [40]. The converter is composed of four switches $T_1$–$T_4$ with their internal diodes $D_1$–$D_4$, battery and UC, a DC link capacitor $C_{DC}$, a capacitor in parallel with the battery ($C_2$), and an integrated magnetic structure with self-inductances $L_1$, $L_2$, and the mutual inductance $M$. The use of coupled inductors for the battery/UC combination can further reduce the bidirectional converters’ most bulky and expensive components.
This converter has five main operational modes: Mode-(1) Plug-in AC/DC charging of the energy storage devices with buck mode of operation from DC link voltage to the battery and UC. Mode-(2) Plug-in DC/AC discharging of the energy storage devices with boost mode of operation from the battery and UC to the DC link. Mode-(3) Boost mode of operation of the battery and UC to the DC link for acceleration, idling, or cruising during driving. Mode-(4) Buck mode of operation from DC link to the battery and UC for regenerative braking during driving. Mode-(5) Boost mode of operation and buck mode of operation when needed, that is, if the UC’s SoC drops to the minimum allowed UC SoC. In plug-in charging, the power flow direction is identical to that of the regenerative braking mode. Therefore, Modes 1 and 4 are similar and the DC link acts as a common DC bus in these modes. Correlatively, when discharging energy storage devices in plug-in mode, power is transferred from ESS to the DC link with the same power flow direction in the acceleration mode. Therefore, Modes 2 and 3 are identical. Consequently, the operational modes can be generalized and the number of modes can be reduced to three.

In buck mode of operation for battery and UC, the vehicle can either be grid connected for charging or in regenerative braking condition. Switch \( T_3 \), diode \( D_4 \), and inductor \( L_1 \) form a buck converter from DC link to the battery. When \( T_3 \) is turned ON, current from DC link passes through \( T_3 \) and \( L_1 \) while energizing the inductor. When \( T_3 \) is turned OFF, \( D_4 \) is ON and the output current is freewheeled through \( D_4 \) and the inductance, decreasing the average current transferred to the battery. The current flow path of this operation mode is presented by blue lines in Figure 8.3. Similarly, the DC link voltage is stepped down to recharge the UC through the buck converter that is made up of switch \( T_1 \), inductor \( L_2 \), and diode \( D_2 \). When \( T_1 \) is turned ON, power flows through \( T_1 \) and \( L_2 \). When it is turned OFF, the energy stored in the inductor is freewheeled through \( D_2 \). In boost mode of operation for battery and UC discharging, power is delivered from storage devices to the DC link, that is, plug-in discharging when grid connected or acceleration, cruising, and idling conditions during driving. The battery voltage can be boosted to the DC link by the inductor \( L_1 \), switch \( T_4 \), and diode \( D_3 \) that form a step-up converter. When \( T_4 \) is turned ON, the battery terminals are shorted through \( T_4 \) and \( L_1 \), while energizing the inductor. When \( T_4 \) is turned OFF, \( D_3 \) turns ON and the energy is stored in the inductor, and the battery is transferred through \( D_4 \) to the DC link. Similar to the battery discharging, inductor \( L_2 \), switch \( T_2 \), and diode \( D_1 \) make up a boost converter from the UC to the DC link. When \( T_2 \) is turned ON, the inductor \( L_2 \) is energized and the UC discharges. When \( T_2 \) is turned OFF, \( D_1 \) turns ON and the energy stored in the inductor and the UC power flows through \( D_1 \) to the DC link.

The final operation mode is utilized when the battery is in boost mode and UC is in buck mode. It is very unlikely that the UC SoC drops below the minimum allowed value, since UC gains energy transiently when the load level decreases or a regenerative braking occurs. Therefore, this mode of operation is included as a fail-safe measure. If by any chance, the UC SoC drops to its minimum limit, the battery supplies power to the DC link while the UC retrieves power from the DC link. In this way, both the load demand is met and the UC is recharged by the battery. Whenever a regenerative braking occurs, the UC captures the available braking energy and this mode gets terminated. This mode will naturally end when the UC’s SoC increases above the minimum limit. Table 8.1 summarizes all the operation modes of the proposed system.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Source</th>
<th>Load</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 and 4</td>
<td>Grid and regenerative braking</td>
<td>Battery and UC</td>
<td>Buck for battery and buck for UC</td>
</tr>
<tr>
<td>2 and 3</td>
<td>Battery and UC</td>
<td>Grid and propulsion</td>
<td>Boost for battery and boost for UC</td>
</tr>
<tr>
<td>5</td>
<td>Battery</td>
<td>Propulsion and UC</td>
<td>Boost for battery and buck for UC</td>
</tr>
</tbody>
</table>
8.2 OTHER ENERGY STORAGE DEVICES AND SYSTEMS: FLYWHEELS, COMPRESSED AIR STORAGE SYSTEMS, AND SUPERCONDUCTING MAGNETIC STORAGE SYSTEMS

As an alternative to the battery/UC hybrid ESS, flywheels, compressed air storage systems, and superconducting magnetic storage systems can be incorporated within plug-in hybrid EVs. Although these ESS are still being investigated and currently, there are only research-level applications, they may be applicable to the plug-in hybrid EVs when they are commercialized due to the characteristics discussed in the following sections.

8.2.1 FLYWHEEL ESS

Unlike batteries and UCs, a flywheel stores energy in a kinetic device rather than in an electrochemical or electrostatic device. A flywheel designed for an energy storage application is basically a large rotating disk with a very high moment of inertia, designed to spin at very high speeds—from 20,000 to 50,000 rpm. Stored kinetic energy can be converted into electricity, or electricity can be converted into kinetic energy. A motor/generator is typically coupled to the flywheel, or the flywheel rotor itself is used as the motor/generator rotor, to convert kinetic energy into electric energy or electric energy into kinetic energy. In motoring mode, the electric machine increases the stored kinetic energy within the flywheel by simply increasing its speed, and in generating mode, the electric machine's shaft is mechanically driven by the flywheel, sapping energy [41]. Whenever power is drawn through the generator by the electrical system of the vehicle, it extracts energy from the flywheel by decreasing its rotational speed, and whenever excess needs to be dumped into the storage medium, its speed is increased. To increase the energy storage capacity in a flywheel system, the moment of inertia (a physical characteristic related to mass and geometry), or the maximum rated speed of rotation may be increased. Owing to their smaller size and the fact that stored energy increases as the square of rotational speed, high-speed flywheels are more preferable for automotive applications than the low-speed flywheels. However, high-speed flywheels must be isolated in a vacuum to reduce the windage and ventilation losses, and mechanical bearings—the other mode of energy losses in a flywheel system—should be replaced with contactless magnetic bearings so that the system floats on a “cushion” of electromagnetic force. These bearings are still being researched as practical replacements for mechanical bearings as a means to reduce the friction losses [42].

As is the case with other energy storage devices, safety is a concern that must be addressed when using flywheels. Since flywheels are high-speed devices, containment vessels are used in case of mechanical rotor failures, and flywheels are inherently designed to fail in some manner other than by flying apart. The other drawbacks are that they are relatively large, and heavy systems and rotational energy losses limit the long-term storage capabilities. Although size can be reduced as the speed is increased (with a maximum of about 1,00,000 rpm), this option would also increase the rotational losses and self-discharge (slowing down).

The advantages of flywheel storage devices are that they have a long rated life (typically 20 years [43]), can deliver large amounts of energy in a very short time, and are free of the deep discharge and high cycle count issues that tend to plague batteries. The power that can be delivered to/from a flywheel is limited only by the electric machine that is mechanically connected to it. Flywheels have been considered for large vehicles such as buses, trucks, and high-speed rail locomotives where the battery costs are inherently high [41]. A schematic example of the implementation of a flywheel ESS is shown in Figure 8.16.

In Figure 8.16, the electrical energy storage devices are shown in a generalized form that can be the representation of any of the hybridization topologies discussed earlier, and with the addition of a flywheel, it may be possible to include only one of these electrical storage systems into a design. Since the vehicle provides a common DC link, the flywheel can be connected to this DC link through a bidirectional DC/AC converter and a high-speed electric machine. Whenever there
is a surplus of braking or buffering energy, it can be delivered to the flywheel by operating the machine in motoring mode and the converter in inverter mode, and whenever the energy stored in the flywheel is needed for propulsion, the machine is operated in generator mode and the converter is operated in rectifier mode [43–46]. Permanent magnet synchronous machines are typically preferred to drive flywheels due to their high-speed operation capability and control and drive simplicity [47]. The inputs to the power management strategy can be simply flywheel speed, torque demand on the vehicle, engine power, and power from electrical energy storage devices. From these variables, the power from/to flywheel can be controlled accordingly.

As an alternative to this electrical connection of flywheels through a power electronic converter and an electric machine, flywheels can also be mechanically coupled to the traction drive. However, in this mechanical case, they cannot be actively controlled to deliver or capture a certain amount of power; instead, they would only help torque-ripple cancelation as a passive flywheel [48].

8.2.2 Compressed Air-Pumped Hydraulics-Based Storage System

Compressed air or pump storage devices may also be promising candidates for future energy storage solutions in PEVs. These storage alternatives have a much longer lifetime than batteries, typically 75 years for pumped hydro and 40 years for compressed air cases [49], and have comparable efficiency ratings of around 75%–80%. In addition to the high efficiency and long lifetime, they are more environmentally friendly as they do not produce problematic waste materials. Compressed air and pump storage device sizes vary greatly and can be implemented in both ultra-large facilities [50] and small applications using mechanical/hydraulic conversion with the liquid piston technique [49]. A simple implementation of a compressed air storage system for PEVs is given in Figure 8.17.

The compressed air-based potential energy storage devices can be interfaced to the common DC link through a motor/generator and a bidirectional DC/AC–AC/DC converter. Electrochemical storage devices such as batteries and UCs can still be employed within the vehicular power system, but since the compressed air storage system offers high-energy capacity and density, it could replace the batteries entirely. However, a storage device with higher power density and faster response, that is, UCs, is still needed for situations involving hard braking and quick acceleration. During the energy

![FIGURE 8.16 Hybrid flywheel ESS.](image-url)
storage process, the converter is operated in inverter mode and the electric machine is operated as a motor. The motor drives a pneumatic air pump that operates as a compressor and fills the vessel with pressurized air.

Whenever power is needed from the compressed air storage system, the converter is operated in rectifier mode and the electric machine is operated as a generator. In this mode, the pneumatic machine is driven directly by the compressed air that expands and is released from the air vessel. The pneumatic machine then drives a generator and power is supplied to the DC link via the power electronic converter. The power electronic converter and the valve of the air vessel are controlled based on the mode of operation and the amount of power that is to be delivered to/from compressed air storage system.

The main drawback of the pneumatic storage system is its low efficiency when compared to hydraulics-based storage systems. This is mainly due to the inefficiency of the compressor motor/pump. Therefore, oil-hydraulics/pneumatics-based ESS can be implemented to achieve higher efficiency and energy-density levels [49,51,52]. Hydraulic motors have exceptionally high-energy conversion efficiency and can achieve higher energy densities in storage applications due to their high-pressure ratings. These systems employ piston vessels or a high-pressure bladder where nitrogen is compressed by injecting high-pressure fluid (oil) in the body or in the shell using a piston or membrane as a gas/liquid separation medium. Combining gas pressurizing (pneumatics) and fluid compression (hydraulics), one produces a hydro-pneumatic storage system [49]. The operating principle of the hydro-pneumatic storage system for a PEV is provided in Figure 8.18.

The hydro-pneumatic system operating principle is very similar to that of the compressed air storage system. The major difference is that the hydraulic pump/motor, to compress the nitrogen gas, pumps oil rather than directly pressurizing the air. The most significant challenge with the compressed liquid/air systems is the relatively large size and the high number of components involved. This increases the cost and reduces the overall efficiency in vehicular applications.

8.2.3 **Superconducting Magnetic ESS**

Superconducting magnetic energy storage systems (SMES) can store electric energy in the form of magnetic energy. SMES are capable of transferring large amounts of power quickly in both charge
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and discharge directions, and their efficiency is very high with a charge–discharge efficiency of over 95% [53]. Moreover, a relatively small magnet can be employed. Although the power density is high but the energy density is not very high, the battery energy storage devices cannot be completely eliminated in most of the cases. However, SMES can offer a suitable replacement for UCs.

As in battery/UC combined operation, battery/SMES combinations also provide high-power and high-energy density without any rotating parts [54–56]. Since batteries are still the main energy storage device, the size and cost of the SMES can be kept relatively low and this hybrid ESS can be made applicable to plug-in vehicles. Longer life and higher efficiency are the other advantages of hybrid battery/SMES system. As stated in Reference 57, when subjected to fast transients and repeated charge–discharge pulses, batteries present technical problems such as reduced efficiency, degradation, and overheating. Although UCs can mitigate these problems by providing energy during fast, high-demand transients, their energy density is very low and they are not a practical choice as the sole energy storage device for a PEV. With proper design, SMES may replace both batteries and UCs [57]. However, SMES devices present the major drawback of needing to be operated at very low temperatures for their coils to act as a superconducting material and reduce ohmic losses. For refrigeration and device containment, a cryogenic system must be constructed, the complexity and refrigeration power of which reduces the overall system efficiency and ease of implementation, and is a serious drawback to the commercial viability of vehicle-scale SMES systems. This refrigeration energy can be obtained through a closed-cycle system, that is, cryocooling, or cooling can be provided through evaporation of a suitable cryogenic liquid such as helium, nitrogen, or neon [57], and for vehicular applications, these are serious challenges that prevent the use of SMES. The use of high-temperature superconductors would make the SMES cost-effective and more efficient due to the reductions in refrigeration needs, but high-temperature superconducting material developments are still in the research and development stages [58,59].

To achieve the best possible performance with least cost, several factors should be considered for the design of SMES systems with coil configuration, structure, operating temperature, and energy and power capabilities being some of these key factors [58,60]. Energy/mass ratio, Lorentz forces (the force due to the electromagnetic field), and stray magnetic field are the parameters between which a compromise must be made for a stable, reliable, and economic SMES system. The SMES
coil can be toroidal or solenoidal; the solenoid coil type is preferred due to its simplicity and manufacturing cost-effectiveness, although toroids may be more suitable for small-scale applications [53]. Inductance wiring and the rating of the power electronic converter limit the maximum power (voltage and current) that can be drawn or injected from/to SMES system.

A typical implementation of an SMES to PEVs is shown in Figure 8.19. Although the battery and UC are shown in the system, UCs can be eliminated as mentioned earlier. In this configuration, a power electronic converter is used for SMES utilization.

During charging, switches $S_1$ and $S_2$ are turned ON allowing positive current to flow and increasing the voltage of the superconducting magnet, storing energy. By keeping $S_1$ turned ON and $S_2$ OFF, the energy stored in the magnet will circulate through $S_1$–SM–$D_1$, shorting the SM. Since it is composed of a superconducting material, energy can be stored by circulating the current through this path with only the circuit losses being those caused by the internal resistances of the switch and diode. During discharging mode, both switches, $S_1$ and $S_2$, are turned OFF and the diodes become forward biased such that stored energy is transferred to the DC link. During discharge, it is possible to stop the flow of energy and switch back to the energy storage mode by keeping $S_1$ OFF and turning $S_2$ ON. In this case, the current of the superconducting magnet will circulate through the path SM–$S_2$–$D_2$ and no energy transfer will occur since the SM is shorted through its own terminals.

The other drawback to the practical implementation of an SMES system is that, although the coil is superconducting, the switches are not ideal; therefore, the charge/discharge current will gradually decrease due to semiconductor losses in energy-storing mode. By using switches with low internal resistances and applying soft switching or switching loss recovery techniques, higher efficiencies can be achieved, but parasitic losses can never be completely eliminated.

8.3 CONCLUSIONS

In this chapter, different topologies offering the combined operation of several ESS have been reviewed. In total, 12 possible hybridization topologies are described for the combined operation of
batteries and UCs. The advantages and drawbacks of the passive parallel connection, UC/battery, battery/UC, cascaded converters, parallel converters, multiinput converters, dual-active-bridge converters, dual-source converters, interleaved converters, and SCC have all been highlighted. In addition, kinetic, potential, and magnetic ESS such as flywheels, compressed air/pumped hydraulics, and SMES devices have been described along with possible implementation scenarios, including advantages and disadvantages for plug-in hybrid EVs. Although there is no commercially manufactured plug-in hybrid vehicle powered by batteries and UCs together in the market so far, the hybridization of these energy storage devices has shown to be academically and analytically very beneficial in terms of battery life, vehicle performance, and fuel economy. However, the hybridization of energy storage devices is a challenging, multivariable problem requiring appropriate sizing and control of power-sharing strategies. Furthermore, nontraditional forms of ESS can be promising candidates for plug-in hybrid EVs due their longer lifetime, efficiency, and high specific power and energy densities, and further research and development of these technologies may produce some unforeseen ideal combination of energy density, power availability, efficiency, and easy if implemented in the future.

8.4 SIMULATIONS AND ANALYSES OF HYBRID ESS TOPOLOGIES FOR PEVs

In this section, three examples of hybridization topologies for the combined operation of batteries and UCs have been modeled and simulated. First, the passive parallel configuration topology is simulated; second, battery/UC cascaded and connected converters topology; and third, the parallel connected multiconverters configuration, making a case for the effectiveness and feasibility of each topology through the discussion that follows.

For the simulations, a portion of the urban dynamometer-driving schedule (UDDS) is used for the time interval \( t = [690, 760] \). This driving cycle period of 80 s includes acceleration, braking, and idling conditions for the vehicle. For the analysis, a plug-in version of Toyota Prius has been used, and the battery parameters of the Toyota Prius plug-in are given in Table 8.2 [61,62].

For the UC, a BMOD0165 UC module manufactured by Maxwell has been chosen, the parameters of which are given in Table 8.3 [63].

Since one of the test topologies calls for a passive parallel connection, the UC voltage should be chosen such that it is close to that of the battery. Therefore, seven BMOD0165 modules are

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal capacitance</td>
<td>165 F</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>48.6 V</td>
</tr>
<tr>
<td>Equivalent series resistance</td>
<td>6.3 mΩ</td>
</tr>
<tr>
<td>Peak current</td>
<td>1970 A</td>
</tr>
</tbody>
</table>

**TABLE 8.2**
Toyota Prius PEV Battery Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery type</td>
<td>Lithium ion</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>345.6 V</td>
</tr>
<tr>
<td>Rated energy capacity</td>
<td>5.2 kWh</td>
</tr>
<tr>
<td>Rated Coulomb capacity</td>
<td>15.04 Ah</td>
</tr>
<tr>
<td>Internal resistance</td>
<td>0.56104 Ω</td>
</tr>
</tbody>
</table>

**TABLE 8.3**
Maxwell BMOD0165 UC Parameters
connected in series, resulting in 23.57 F capacitance, 340.2 V rated terminal voltage, and 44.1 mΩ of internal series resistance.

8.4.1 Simulation and Analysis of Passive Parallel Configuration

In this configuration, the battery and UC are connected directly in parallel without any interfacing converter in between, and the common battery/UC terminals are connected to the DC link through a bidirectional converter. The power demand for the vehicle has been obtained through powertrain system analysis toolkit (PSAT) simulations considering a typical mid-size sedan vehicle configured as a PEV. Since the motor drive voltage is almost constant, the power demand of the vehicle can be divided by the DC link voltage to obtain the motor drive current, and the motor drive and load demand variation have therefore been modeled and implemented as a controlled current source.

During the simulation, the reference DC link voltage was selected as 400 V and the bidirectional converter was controlled through a double-loop voltage and current controller. A proportional–integral (PI) controller was used in the voltage loop, while a peak current mode controller was used in the current loop, as shown in Figure 8.20.

The load current for the $t = [690, 760]$ time interval varies, as shown in Figure 8.21. As shown, this load current includes positive and negative current variations, simulating acceleration, and braking conditions. On the basis of this load current variation, the bidirectional converter is controlled such that it maintains a constant DC link voltage while supplying power from sources during acceleration, and recharging them during braking. The battery and UC current variations are given in Figures 8.22 and 8.23, respectively.

As shown in Figures 8.22 and 8.23, the battery inherently supplies a smoother current profile in comparison to the UC due to its slower dynamics. However, since there is no interface that controls the battery current, its current has some fluctuations that could likely be eliminated by other connection

![Figure 8.20 Control system for the passive parallel connection topology.](image)

![Figure 8.21 Load current variation.](image)
topologies. Owing to the voltage balance between the battery and UC, battery current varies automatically to maintain similar terminal voltage with the UC at all times. If the UC voltage was higher than the battery voltage due to some large braking energy recovery, the battery current would reverse direction, but here, only the UC receives power from the application of regenerative braking.

The SoC variations of the battery and UC are given in Figures 8.24 and 8.25, respectively.

The initial SoCs for both battery and UC were selected as 90%. Since the battery voltage is higher than the UC, the battery is always discharging as explained for the current variations. However, the SoC of the UC is sometimes increasing as it is recharged during braking conditions, that is, the negative current variations of the UC.
Finally, the DC link voltage variation, to which the motor drive inverter is connected, is given in Figure 8.26. As observed from Figure 8.26, the DC link voltage varies steadily around the 400-V reference set point. During high-power demands and operation mode changes of the bidirectional converter, the voltage fluctuations increase. For this topology and control strategy, the maximum voltage seen at the DC link is 405.3 V with a minimum of 395.2 V, and therefore, a maximum amplitude of the voltage fluctuation of 2.5% over the simulation period.

8.4.2 Simulations and Analysis of Cascaded Converters Topology

In this configuration, the battery is connected to the UC through a bidirectional converter and the UC is connected to the DC link through another bidirectional converter; therefore, the battery, converter 1, UC, and converter 2 are all in cascade connection. The same drive cycle over the same time interval was used for load modeling in this topology as in the previous simulation, with the DC link voltage reference kept at 400 V. For the UC controls, a double-loop controller is employed for DC link voltage regulation, and for the battery controls, only a peak current mode controller is used. The reference current for the battery can be obtained as

\[ I_{\text{batt}}^* = \frac{V_{\text{load}} \times I_{\text{load}}}{V_{\text{batt}}} G_{\text{LP}}(s) \]  (8.1)

where \( I_{\text{batt}}^* \) is the battery reference current, \( V_{\text{load}} \) and \( I_{\text{load}} \) are the instantaneously measured DC link voltage and current, and \( V_{\text{batt}} \) is the battery terminal voltage, which is nearly constant during the whole drive cycle. The transfer function represented by \( G_{\text{LP}}(s) \) is a low-pass Bessel filter that is applied to eliminate any spikes and fast transients from the battery reference current. These fast transients come
inherently from the variation in instantaneously measured load current, and by employing this filter, the battery current can be smoother and the stress on the battery is reduced since there is an additional converter regulating the battery current. The battery current controller is depicted in Figure 8.27.

The load current drawn from the DC link varies in the same manner as shown in Figure 8.21, and vehicle specifications and battery and UC parameters are the same as in the previous example. On the basis of this load current variation, the UC’s bidirectional converter is controlled such that it maintains a constant DC link voltage. The bidirectional converter connected to the battery is controlled so that the battery supplies the average load demand to the converter’s output. Whenever the DC link sees a reference voltage $>400$ V, both converters are controlled to change their modes of operation from boost to buck so that the braking energy can be recovered back into the storage devices. The battery and UC current variations are given in Figures 8.28 and 8.29, respectively.

From Figures 8.28 and 8.29, the battery current ripples are reduced due to the control strategy employed. Moreover, the power contribution is greater as compared to the previous topology since the battery current is actively controlled, allowing it to slowly supply the actual load demands. A benefit of this configuration is that, at any time, a limitation can be placed on the maximum allowable battery current to reduce the battery contribution and allow the UC to supply more power to the DC link to maintain the 400-V regulation. In this topology, the current ripple of the UC is greater than in the simpler passive parallel connection, but since it can successfully supply these current variations without seeing a shorter life span, this is not an issue for the UC.

The SoC variations of the battery and UC are given in Figures 8.30 and 8.31, respectively.

In this configuration, the battery is utilized in a manner similar to the passive parallel case. Therefore, the SoC usage window for the UC is smaller since it continually receives charge from the battery. However, since the battery contributes more, its SoC decreases more quickly in comparison to the passive parallel case.

![FIGURE 8.27 Battery current controller.](image)

![FIGURE 8.28 Battery current variation in cascaded converters topology.](image)
The DC link voltage variation for the cascaded converters configuration is represented in Figure 8.32. As seen from the figure, the DC link voltage varies around the 400-V reference set point, and during high-power demands and operation mode changes of the bidirectional converters, voltage fluctuations become more apparent. For this topology and control strategy, the DC link voltage reaches a maximum of 405.0 V and a minimum of 395.3 V. Therefore, the maximum amplitude of the voltage fluctuation has been calculated as 2.4% over the simulation period.

Since this configuration employs an individual DC/DC converter for the battery, it has the built-in flexibility of tuning and manipulating battery current controls. Therefore, a rate limiter and a saturation limiter can be implemented within the battery current control loop: the rate limiter will

FIGURE 8.29 UC current variation in cascaded converters topology.

FIGURE 8.30 SoC of the battery for cascaded converters topology.

The DC link voltage variation for the cascaded converters configuration is represented in Figure 8.32. As seen from the figure, the DC link voltage varies around the 400-V reference set point, and during high-power demands and operation mode changes of the bidirectional converters, voltage fluctuations become more apparent. For this topology and control strategy, the DC link voltage reaches a maximum of 405.0 V and a minimum of 395.3 V. Therefore, the maximum amplitude of the voltage fluctuation has been calculated as 2.4% over the simulation period.

Since this configuration employs an individual DC/DC converter for the battery, it has the built-in flexibility of tuning and manipulating battery current controls. Therefore, a rate limiter and a saturation limiter can be implemented within the battery current control loop: the rate limiter will

FIGURE 8.31 SoC of the UC for cascaded converters topology.
limit the slope of the battery reference current, while the saturation limiter will limit the battery current magnitude. The implementation of rate and saturation limiters into the battery controller is shown in Figure 8.33.

The rate limiter applied here has a rising slew rate of +0.1 and a falling slew rate of −0.1 placed on the rising and falling rates of the battery current. At the same time, the saturation block limits the maximum battery reference current by +50 A and negative battery reference current by −50 A to ensure the further reduction of battery stress and maximum battery charge and discharge current. In this case, the current variations of the battery and UC are recorded as given in Figures 8.34 and 8.35.

The battery current given in Figure 8.34 resulted from implementation of the rate and saturation limiters within the battery current control loop. This modification improves the battery current

---

**FIGURE 8.32** DC link (load bus) voltage variation for the cascaded converters topology.

**FIGURE 8.33** Battery reference current manipulation.

**FIGURE 8.34** Battery current variation with modified controls.
waveform by eliminating the natural high slew rates of the load current (see Figure 8.28 vs. Figure 8.34). Moreover, maximum charge and discharge current rates can be defined and battery protection can be realized. In this case, the UC tends to vary faster in time and larger in amplitude (see Figure 8.29 vs. Figure 8.35), but again, the selected UC should be capable of supplying this type of current demand. Since the battery usage is reduced and more power is supplied from the UC, the modified current controller affects the SoC variations, as shown in Figures 8.36 and 8.37.

Figures 8.36 and 8.37 show that the battery SoC remains higher (see and compare Figure 8.30) while UC SoC drops more drastically (see and compare Figure 8.31) since the battery response to power-throughput demands is reduced and the UC must deliver more power to the DC link to regulate its voltage during transients.

While using any of the topologies discussed, whenever the UC SoC falls below a certain point, the battery controller should bring it above a certain point while supplying the load demands at the same time. A typical lower limit for the UC can be selected as 20%. Although a deep discharge does not tend to be a problem for UCs, such a limitation would prevent the associated DC/DC converter from operating in extreme voltage conversion ratios. Moreover, a fully discharged UC would draw an excessive high current at the initial charging if the charge current is not appropriately controlled.

The DC link voltage for this topology with a modification allowing for current limiting of battery is presented in Figure 8.38. Since the UC supplies more power to maintain constant DC link

---

**FIGURE 8.35** UC current variation with modified controls of battery.

**FIGURE 8.36** SoC of the battery for cascaded converters topology with modified controls.
voltage, the resulting DC link voltage sees slightly more voltage ripple in comparison to the previous configurations. The maximum DC link voltage for this simulation was 405.2 V with a minimum of 395.2 V, and therefore a max/min ripple percentage of 2.5%.

8.4.3 Simulation and Analysis of Parallel-Connected Multiconverters Topology

In this configuration, the battery is connected to the DC link through a bidirectional converter and the UC is connected to the same DC link through another bidirectional converter. The battery and UC are therefore connected to the common DC link in parallel through their individual converters as shown earlier. The same drive cycle was used for load modeling over the same time interval of the previous simulations, the DC link voltage reference was kept the same, and the same strategies were applied for the battery and UC control loops.

The battery and UC current variations are given in Figures 8.39 and 8.40, respectively.

Owing to the battery current control strategy used here and to the parallel-connected individual battery DC/DC converter, the battery current has been further smoothed with reduced current ripples. Although the battery current is limited to be within $[-50, +50]$ A, the battery current stays less than the maximum limit due to the Bessel reference current filter and rising–falling slew rate limiter controller. The only trade-off for having less distortion with the battery current is having
huge fluctuations with the UC current. However, the UC is capable of supplying these types of current profiles without sacrificing lifetime and performance.

The SoC variations of the battery and UC are recorded as shown in Figures 8.41 and 8.42, respectively.

From Figures 8.41 and 8.42, it can be observed that the battery is utilized less and maintains a higher SoC at the end of the drive cycle. Since the UC makes a greater contribution, another mode
of operation could be employed such that the battery recharges the UC whenever the UC SoC drops below a certain lower limit. The last result for this topology is shown in Figure 8.43 that is the DC link voltage variation.

Since both UC and its individual parallel converter are controlled to maintain a constant DC link voltage, the DC link voltage has a much smaller voltage ripple than in the previous configurations. In this case, the DC link voltage sees a maximum of 400.7 V and a minimum of 397.6 V, resulting in a maximum ripple percentage of 0.8%.

8.4.4 Conclusions

This section presented simulations of battery/UC-based hybrid ESS including passive parallel connection, cascaded converters configuration, and the parallel-connected converters configuration. The results of the analysis of these three topologies have been consolidated for comparison in Table 8.4. For some comparison criteria, these topologies have been graded by the authors on a points scale with 1 indicating the best, 2 indicating the better, and 3 indicating the average.

As presented in Table 8.4, the control system is the simplest for the passive parallel topology since there is only one converter current to be regulated. Control of the cascaded converters is more complex as there are two converter currents to be controlled, and the addition of current and slew rate limiters into the cascaded converters controller is obviously still more complicated. Parallel converters also have a similarly high level of complexity but with a bit more freedom in control of current magnitude and direction.
The passive parallel configuration also has the most basic structure. The other converters have a similar level of structural complexity as they clearly have a larger number of converters and therefore switches, inductors, bus bars, and so on. The total inductor mass of the passive parallel topology and of the cascaded converters topology is higher than that of the parallel converters topology. In the passive parallel case, 100% of the UC and battery current must pass through a single inductor, requiring high-current-rating wiring of the inductor, and in the cascaded converter, the battery converter carries only the battery current, but the UC converter carries the sum of both the battery and UC currents. However, in the case of parallel converters, although two inductors are required, their sizes are relatively smaller as compared to inductors of the other topologies since each converter carries the current of one source and not of the two sources.

When the topologies are compared in terms of cycle-end battery SoC, the parallel converters are best because of the battery current profile. However, in this case, the UC is utilized more that results in less end of cycle SoC. In the cascaded converters case, the battery sustainably recharges the UC; that is, the battery power is transferred to the UC continually; therefore, the UC’s cycle-end SoC is more. The highest battery current ripple occurs when using either the cascaded converter or the passive parallel converters topology since battery current is not effectively controlled and limited in these topologies. The cascaded converters with manipulated controls and the parallel converters inherently provide less battery current ripples and therefore prolong battery life.

The cycle-based energy efficiencies are calculated by numerically integrating the battery power, UC power, and load power over the drive cycle to obtain the total energy flow from each source to the load. Once the energy levels are obtained, the output and input energy relationship defines the cycle-based efficiency. In this case, the cascaded converter topology was the least efficient since there are two cascaded converters and one of them should carry all of the current (again, battery current must pass through two converters). In the passive parallel case, there is only one converter that improves the efficiency, but the most efficient topology is that of the parallel converters, since each of the energy storage devices has its own converter, and power from a single device must never pass through multiple converters. The parallel converters topology is also the best topology in terms of DC link voltage variation due to the fact that one of the converters is always utilized to independently regulate the DC link voltage.
PROBLEMS
An UC module has the following specifications:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated capacitance</td>
<td>63</td>
<td>F</td>
</tr>
<tr>
<td>Maximum ESR</td>
<td>18</td>
<td>mΩ</td>
</tr>
<tr>
<td>Rated voltage</td>
<td>125</td>
<td>V</td>
</tr>
<tr>
<td>Absolute maximum voltage</td>
<td>136</td>
<td>V</td>
</tr>
<tr>
<td>Maximum continuous current at 45°C</td>
<td>240</td>
<td>A</td>
</tr>
<tr>
<td>Maximum peak current for 1 s, nonrepetitive</td>
<td>1800</td>
<td>A</td>
</tr>
<tr>
<td>Mass</td>
<td>60.5</td>
<td>kg</td>
</tr>
</tbody>
</table>

1. Calculate the stored energy of the UC module.
2. Calculate the specific energy of the UC module.
3. Calculate the maximum continuous power and the specific power (watts per kilogram) of the UC module.
4. Verify that the maximum peak current for 1 s is 1800 A as given in the datasheet.
5. Calculate the amount of energy that the UC releases when it is discharged from 125 to 100 V.
6. Assume that this UC module is being discharged with 100 A from initially charged condition. Calculate the module voltage for 10 and 50 s after the discharge starts.
7. When this module is discharging at 100 A in constant current discharge mode, how long does it take to discharge the UC from 125 to 45 V?
8. Calculate the discharge current if the UC voltage is reducing from 125 to 75 V in 300 s.
9. Calculate the power loss if the module is discharged at 10 A of constant current.
10. Calculate how long does it take to discharge the UC from 125 to 5 V at a constant power discharge rate of 1000 W?

A battery pack has the following specifications:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal voltage</td>
<td>360</td>
<td>V</td>
</tr>
<tr>
<td>Total stored energy</td>
<td>24 (21, total usable)</td>
<td>kWh</td>
</tr>
<tr>
<td>Maximum continuous output power</td>
<td>100</td>
<td>kW</td>
</tr>
<tr>
<td>Weight</td>
<td>293.93</td>
<td>kg</td>
</tr>
</tbody>
</table>

11. If this battery pack is hybridized with the UC module of which parameters were earlier expressed, calculate the power density of the hybrid ESS and state what percent of power density has been increased as compared to the battery-alone case according to the IEC definition.
12. Calculate the energy density for the same hybrid configuration.
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9.1 INTRODUCTION

In conventional vehicles, the traction power is supplied by the internal combustion engine. In order to provide power to the vehicle electrical loads, a low-voltage system is utilized, which includes a belt-driven alternator, low-voltage battery, and various electrical loads. When the engine is running, it provides torque to the alternator, which then provides electrical energy to the 12 V battery. In conventional vehicles, claw–pole synchronous generators are utilized, due to their low-cost structure and reliable operation. However, claw–pole alternators usually have low efficiency because of the high leakage flux. Depending on the charging current of the low-voltage battery and the load requirements in the vehicle electrical system, the field current of the claw–pole alternator is controlled by a regulator to keep the system voltage constant. In light-duty vehicles, battery voltage is usually 12 V, and when the vehicle is running, system voltage is approximately 13.5 V in summer time and 14.5 V in winter time. With the engine stopped, only low-voltage battery supplies power to the electrical loads. The battery also behaves like a buffer in the electrical systems and stores energy.

With the improvements in vehicle technology, safety requirements, and increasing customer demands, many electric and electronic loads have been added to the vehicle electrical system. In conventional vehicles, the electrical system has to supply enough power to the entire vehicle network, provided that the quality of the voltage is high enough to ensure the functional safety of electronic loads, especially control units.

In electrified vehicles, similar low-voltage electric and electronic loads still exist. However, traction system voltage is usually much higher than the vehicular electrical system voltage. As an example, in 2010 Toyota Prius, battery voltage is 201.6 V (168 NiMH battery cells at 1.2 V) and the voltage supplied to the inverters is varied between 225 and 650 V by a 27 kW boost converter. The vehicular system voltage is 12 V. In all-electric vehicles, the voltage levels are similar. In belt-driven
starter generator applications, the traction power is usually supplied by lead-acid batteries and the voltage is set around 48 V. This is mainly because the precautions required for high-voltage systems do not need to be applied in a 48 V system, since high-voltage standards are applied over 60 V DC. The traction motors, generator, or starter alternators in electrified powertrain applications are designed for the above-mentioned voltage levels and they cannot be utilized to supply power directly to the vehicular loads. For this reason, power converters are required, which convert high voltage from the traction battery to a lower voltage in order to supply power to the vehicular electrical and electronic loads, and also to charge the low-voltage battery. This power converter is usually called as auxiliary power module (APM).

Depending on the road and weather conditions, many electric loads are on and off when the vehicle is being driven or stopped. Therefore, APM can draw power from the high-voltage battery anytime throughout the drive cycle and it might affect the state-of-charge (SOC) of the high-voltage battery. In hybrid electric vehicles, if the SOC of the high-voltage battery is low, the engine turns on and charges the battery through the generator. This increases vehicle’s emissions and fuel consumption. In all-electric vehicles, lower SOC reduces the range of the vehicle. Therefore, efficiency of the APM is very important to maintain a higher vehicle performance.

9.2 LOW-VOLTAGE ELECTRICAL LOADS

The low-voltage system in a vehicle constitutes many different loads. These can be categorized as lighting, air conditioning, wiper and window systems, electronic, and accessory loads. As shown in Figure 9.1, air conditioning loads draw most of the power from the electrical system. These include radiator fan, blowers, and seat heaters. In conventional vehicles, cabin heating is usually maintained from the waste heat of the engine. In hybrid electric vehicles, the engine waste heat can still be utilized; however, in all-electric vehicles, the entire cabin heating should be provided by an electrical heating system.

Lighting loads consume around 24% of the total power in a vehicular electrical system. They are composed of many different loads, including headlights, fog lamps, park lamps, flashers, turn signals, and so on. Among these, back lights, headlamps, and fog lamps draw most of the power. In a typical vehicle, wiper and window system-related loads draw around 10.30% of the total power. Electronic loads include the control units and displays. Power outlets, CD player, and Bluetooth are
some of the accessory loads. Electric power steering and motor engaging park brake are some other loads for the low-voltage electric power system.

Most of the loads in the low-voltage electrical system are resistive loads. The resistance that is seen from the supply side changes with the current drawn by the load. The fans, pumps, wipers, and power windows all have electric motors, which are usually controlled by their corresponding control system. The power drawn by the fans is dependent on the fan speed. Ambient temperature and the cabin temperature set by the driver determines the coolant flow rate, and, hence, the electrical power drawn by the coolant pump. In some circumstances, many of these loads can operate together. However, the status of the vehicle and the driving conditions usually determine the activation of the loads.

In a typical vehicle, low-voltage electrical system should be sized at around 3 kW. This is the maximum power that the APM should supply. In vehicles where additional luxury loads are requested, such as power sunroof, active suspension system, or entertainment systems, the power level of the APM could be higher.

9.3 REQUIREMENTS OF AUXILIARY POWER MODULE

APM draws power from the high-voltage battery and powers the loads in the low-voltage system. In an electrified powertrain, the size of the high-voltage battery determines the range and the emissions of the vehicle. The more current the APM draws, the higher the drop in the SOC of the high-voltage battery. This might have a significant effect on the vehicle performance. Therefore, the most important requirement for APM is its efficiency. With a higher efficiency, APM draws less power from the high-voltage battery, and the battery charge can be utilized more to power the drivetrain. In practice, the efficiency of APM is expected to be higher than 95% in the medium and heavy load conditions. The reliability of APM is also very important since it powers all microprocessors in the vehicle and, thus, keeps the vehicle awake.

As the APM creates an electrical conversion between the high-voltage/power system and the low-voltage/power system of the vehicle, a galvanic isolation must be used for safety reasons. This ensures that a failure within the high-voltage system will not affect the low-voltage system and shut down the vehicle. The opposite is also true; galvanic isolation would protect the high-voltage system from a failure happening on the low-voltage system, which is directly accessible to the driver and passengers within the vehicle.

The other important requirement for APM is the quality of the output voltage. Especially electronic loads, such as the control units, radio, and the CD player, are very sensitive to the ripple content of the voltage supplied by the APM. For this reason, the output voltage ripple of APM should be quite low, which might require designing output filters. As such, a filter is generally bulky in comparison to the converter; it brings challenges in defining the switching frequency, which strongly affects the filtering requirements, but also losses, as well as the output capacitance and inductance of the converter.

The SOC of the high-voltage battery varies depending on the traction power requested from the high-voltage battery. The terminal voltage and, hence, the input of the APM changes in this case. Therefore, APM is required to operate in a certain input voltage range and provide the output voltage specifications for the entire input voltage range.

Finally, APM should be designed to operate in various temperature conditions. In automotive system, the operating temperature usually varies between −40°C and 85°C, so that the vehicle can operate in different climatic regions around the world. For a power converter with high efficiency requirements, the ambient temperature is very important when defining the size of the cooling system. As an example, the resistance of the transformer and inductor windings and the conduction losses of the power semiconductor switches are dependent on temperature. Therefore, the designer should design the thermal management system for the given specifications, which ensures that the required efficiency can be maintained in various ambient conditions.
9.4 CONVERTER TOPOLOGIES FOR AUXILIARY POWER MODULE

In a typical electrified powertrain architecture shown in Figure 9.2, the APM is required to deliver power from high-voltage (HV) DC bus to 12 V loads. The converter must incorporate galvanic isolation to protect the low-voltage (LV) electronic system from the potentially hazardous high voltage [1,2]. This requirement restricts the available topologies to those containing a transformer [3]. In the following, possible candidates for the APM are introduced and discussed.

9.4.1 Flyback Converter

As shown in Figure 9.3, flyback converter has a single switch and it employs its transformer’s magnetizing inductance for energy storage. However, the magnetic flux in the flyback transformer has a DC component. Because of this, the size of the transformer core increases as the power requirements increase [4]. Especially, in high-input-voltage applications where high conversion ratio is required, the voltage stress on the flyback converter switch can be a limiting factor in the design. The switch voltage stress in a flyback converter can be represented as

\[ V_{in} + V_o \times \left( \frac{N_1}{N_2} \right) \]

where \( V_{in} \) is the input voltage, \( V_o \) is the output voltage, \( N_1 \) and \( N_2 \) represent the number of turns of the primary and the secondary windings, respectively. The output voltage of the flyback converter can be expressed as

\[ V_o = V_{in} \left( \frac{D}{1-D} \right) \left( \frac{N_2}{N_1} \right) \]

where \( D \) is the duty cycle. For 300 V input voltage, if the converter operates at 50% duty cycle, the transformer turns ratio \( (N_1/N_2) \) would be 25:1 to achieve 12 V at the output. In this case, the switch voltage stress ends up at 600 V. Considering the voltage overshoots due to the stray inductance in

![Diagram of electrified powertrain system with low-voltage network.](www.electronicbo.com)
the circuit, the switch should be rated higher than this value. This increases the cost and reduces the power density. Indeed, switches enabling high switching frequency (several kHz) are required to keep the transformer size reasonable. Hence, MOSFET is usually the preferred choice. However, for a 600 V voltage stress, most of the current MOSFETs available in the market might not be capable of handling that high voltage, and the ones rated for these values are usually more expensive than insulated gate bipolar transistor (IGBT) for the same power rating. IGBTs can handle higher voltages, but they usually might not be capable of operating at high switching frequencies. In either case, there is a restriction to achieve high power density and reasonable cost of the converter at the same time.

9.4.2 Forward Converter

Compared to the flyback converter, forward converter does not need to store the energy in the transformer. The energy is transferred from the source to the load while the switch is closed. As shown in Figure 9.4, a third winding is applied to provide a path for the magnetization current when the switch is open in order to reduce the magnetizing current to zero before the start of each switching period. This provides a smaller transformer size for the forward converter [4]. However, the transformer in a forward converter still employs DC flux similar to the flyback converter.

The semiconductor switch in the forward converter is still exposed to high-voltage stress, which can be represented as

\[ V_{in} \times \left( 1 + \frac{N_1}{N_3} \right) \]

where \( N_3 \) is the number of turns of the third winding. Since the magnetizing current must be zero before the start of the next switching period, the following condition must be followed in forward converter:

\[ D \left( 1 + \frac{N_3}{N_1} \right) < 1 \]
Thus, \( N_3 \) must be smaller than \( N_1 \). For the same operating conditions with the flyback converter \((V_{in} = 300 \text{ V}, D = 50\%)\), the switch voltage stress in the forward converter will be greater than 600 V.

### 9.4.3 Push-Pull Converter

Figure 9.5 shows the typical circuit diagram of the push-pull converter. In steady state, the input and output voltage relationship can be represented as

\[
V_o = 2V_{in} \left( \frac{N_s}{N_p} \right) D
\]

where \( D \) is the duty cycle for each switch.

Compared to flyback and forward converters, the number of semiconductor switches is higher in push-pull converter. The voltage stress on the switches is also twice the input voltage. However, unlike flyback and forward converters, the transformer of the push-pull converter has AC flux. Therefore, the transformer does not need to store energy, yielding a relatively smaller transformer core, which can be designed in a smaller volume. This results in better potential power density than flyback and forward converters.

Flyback, forward, and push-pull converters all provide galvanic isolation using a transformer. It is also possible to design the converter by selecting different topologies for the primary and the secondary sides of the transformer. Depending on the operational requirements of the APM, various topologies can be used on both sides, which will also affect the design of the transformer.

### 9.4.4 Topologies for the Primary Side

In general, full-bridge and half-bridge topologies can be utilized for the primary side. Figure 9.6 shows the circuit diagram of these two topologies. For high-power applications, full-bridge converter is usually applied as it is relatively simple and robust, and it offers good power density and efficiency. The switch voltage stress is equal to the input voltage, which leads to a flexible switch...
selection for the APM. In addition, zero voltage switching (ZVS) technique can be implemented on the full bridge by employing phase-shift control in order to reduce the switching loss [5], as shown in Figure 9.7, where $D$ is the duty cycle for each switch and $\alpha$ is the phase-shift angle between S1 and S4. In the 2004 model of Toyota Prius, an isolated APM topology has been used with a full-bridge converter on the primary side [6].

Compared to the full-bridge converter, half-bridge converter only needs two switches instead of four. However, these two switches are required to carry two times as much current as compared to the full-bridge converter. Meanwhile, the voltage stress for these two switches still equals the input voltage. Thus, the switch requirements for the half-bridge topology are higher than the full-bridge topology, which restricts its feasibility in high-current applications. In addition, half bridge requires two input capacitors instead of one for the full bridge.

### 9.4.5 Topologies for the Secondary Side

Owing to the low output voltage and high current requirements, conduction losses dominate on the secondary side. For a 3 kW application, an output voltage of 12 V results in an output current around 250 A. This yields large conduction loss and strongly affects the efficiency of the secondary side converter [8]. Hence, it is critical to select the most suitable topology to maximize the converter efficiency for high-current operations. This point is especially important because power requested in modern vehicles is continuously increasing. This results in higher current rating on the secondary side. As a result, topologies proposing better capabilities in handling higher current are appropriate for the secondary side in APM converters.

Figure 9.8 shows the center-tapped rectifier and current doubler rectifier topologies, which can be used as the secondary-side topology in a unidirectional APM. The main waveforms for these topologies are shown in Figure 9.9.
From the inductor aspect, since current doubler has two switches and two inductors, each inductor operates at the same switching frequency as the semiconductor device. Center-tapped rectifier obtains two switches with one inductor; therefore, the inductor current ripple oscillates at twice the switching frequency of the switches.

From the transformer aspect, the current doubler might be more attractive than the center-tapped rectifier. One of the drawbacks of the center-tapped rectifier is that its transformer winding has double winding. The secondary side in the current doubler rectifier has a single winding. This decreases the utilization factor of the transformer in the center-tapped rectifier. Owing to the single secondary winding, it is possible to parallel more coils in the current doubler rectifier for the same window area, enabling lower resistance for high-current operation.

### 9.4.6 Synchronous Rectification

High-current requirement on the secondary side usually results in high conduction losses. The conduction loss of diode rectifiers contributes significantly to the overall power loss due to the high voltage drop. A typical PN-junction power diode voltage drop is 1.2 V and even Schottky barrier diode (SBD) still has 0.6 V voltage drop [9]. For a 12 V output APM application, this becomes a significant portion of the voltage drop (10%) and penalizes the efficiency. MOSFET presents lower conduction loss than diode. As a result, the concept of synchronous rectification (SR) came to reduce the conduction loss and maximize the conversion efficiency on the secondary side [3]. In SR, rectifying diodes are replaced by synchronous MOSFETs. Corresponding topology for the current doubler circuit is shown in Figure 9.10.

The synchronous MOSFETs operate in the third quadrant. The body diode of the MOSFET conducts prior to the turn on of the switch. In other words, conduction loss of the body diode is
generated just before the synchronous MOSFET turns on. However, it can be turned on in ZVS, which results in negligible switching loss at turn-on. At turn-off, the MOSFET stops conducting prior to the body diode, which means that the synchronous rectifier still has the reverse recovery losses from its body diode [10].

If the voltage stress across the semiconductor is relatively high, MOSFETs with high voltage rating need to be used. High-voltage MOSFETs have larger on-state resistance, $R_{ds}$, which might reduce the system efficiency. In this case, a Schottky diode-based configuration might provide a comparable efficiency in the secondary side with a lower cost as compared to SR MOSFET-based configuration.

Typically, there are two different techniques to control the SR: external-driven SR (EDSR) and self-driven SR (SDSR) [11]. As shown in Figure 9.11a, in the EDSR technique, the control signals are generated by an external controller, which guarantees the appropriate timing. By doing so, the switches can be turned on during the whole rectification period, and the efficiency can be maximized [12]. However, circuitry to generate the gate pulses and drivers to charge the gate capacitance of the MOSFETs are required [11].

Unlike the EDSR, the control signals as well as the energy to drive the SDSR switches are obtained from the secondary side of the transformer and no driver is needed [11], as shown in Figure 9.11b. As a result, a simple, low-cost rectification control can be implemented. However, there are mainly two drawbacks for SDSR. The first one is the voltage with which the MOSFETs are driven, which depends on the input voltage. Second, not too many topologies are suitable for SDSR. The most suitable topologies for using SDSR are the ones that drive the transformer asymmetrically with no dead time: flyback and half bridge with complementary control, and so on [9]. The concept of a half-bridge converter with SDSR control and its main waveforms are shown in Figures 9.12 and 9.13a, respectively [9]. For topologies with symmetrically driven transformers, as the full-bridge and push–pull converters, the synchronous rectifiers are not activated during the dead time of the transformer. The main waveforms are shown in Figure 9.13b. It is clear that during the dead time of the transformer, the body diode of the MOSFET, which usually creates very large forward voltage drop in the circuit, has to conduct. This fact causes a noticeable decrease in efficiency.

FIGURE 9.10  Synchronous rectifying current doubler.

FIGURE 9.11  (a) EDSR and (b) SDSR.
Therefore, it is important to extend the conduction period of the SDSR MOSFETs over the period when the voltage across the transformer is null. The basic idea to improve the system efficiency with SDSR under symmetric transformer waveform is shown in Figure 9.14.

One possible implementation method to generate these extended gate driver signals is to apply an additional winding and an additional voltage source $V_A$ to force the synchronous rectifiers to be on during the extended conduction period.


**FIGURE 9.13** Transformer voltage and SDSR gate drive signal waveform of (a) asymmetrical-driven waveform and (b) symmetrical-driven waveform.

**FIGURE 9.14** Ideal SDSR gate drive signal voltage for symmetrical transformer voltage waveform.
during the dead time, as the waveform is presented in Figure 9.15 [9,11]. In this case, the converter should be designed carefully. This method requires a well-regulated additional voltage source.

**PROBLEMS**

9.1 The flyback converter in Figure 9.3 has $V_o = 12$ V and the turn ratio $N_1/N_2$ is 15:2. If duty cycle is 0.2, determine the input voltage and the voltage stress on the switch.

9.2 The forward converter in Figure 9.4 has $V_{in} = 200$ V and $V_o = 12$ V. (1) If the selected MOSFET can only handle 300 V voltage stress, determine the feasible duty cycle range. (2) If the desired duty cycle range is up to 0.5, what is the minimum voltage rating of the switch?

9.3 The push-pull converter topology is shown in Figure 9.16. Analyze the steady-state operating conditions of the converter, if the input voltage is 400 V and the output voltage is 12 V, and each switch operates at 50% duty cycle. Define the transformer ratio and the switch Sw1 and Sw2 voltage stress.

9.4 A full-bridge converter (Figure 9.6a) with current doubler (Figure 9.8b) is selected as the topology for the APM. If each switch operates at 50% duty cycle and the phase shift angle between S1 and S4 is 60°, sketch waveforms for the two inductors and output current.
9.5 The current flow through a semiconductor is 100 A. A selected SBD obtains a voltage drop of 0.6 V. If synchronous rectification is preferred to be used, what is the $R_{ds}$ requirement of the desired synchronous rectifier MOSFETs to achieve better efficiency (only consider the conduction loss)?

9.6 A full bridge with SR current doubler is selected as the topology for the APM, as shown in Figure 9.17. If the input voltage is 400 V and the output voltage is 12 V, the primary four switches operate at 50% duty cycle, and the transformer ratio $N_p/N_s$ is set as 10:1. (1) Perform the steady-state analysis and obtain the phase shift angle. (2) Create the six MOSFETs control scheme to achieve the highest efficiency.

9.7 If the APM is built as in Figure 9.17, there are now two more MOSFETs available. Can these two MOSFETs be added into the APM to achieve higher efficiency without changing the control scheme (assume these two MOSFETs’ rating fit anywhere)? If yes, draw the circuits; if not, explain the reason.
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10.1 INTRODUCTION

There are more than 250 million and more than 900 million vehicles being driven daily in the United States and worldwide, respectively [1]. These vehicles continue to burn fossil fuels inefficiently at high operating costs and emissions. Environmental issues such as the depleting ozone layer and global warming have however fueled demands from the world community to reduce hydrocarbon emissions and that more energy-efficient vehicles are produced. At the current rate of consumption, there is a growing concern that the oil wells will be exhausted before transportation modes will be independent of oil. Inefficient vehicles also translate to higher lifetime energy consumption and cost. These reasons have led to a surge of innovation in the automotive industry. However, large-scale, properly tuned policies are required to substantially reduce these vehicles’ carbon footprint and improve energy efficiency within an acceptable time span.

Since travel behavior is difficult to change, many analysts believe that modifying vehicle technology is the best means to offset the environmental impacts of continued increases in vehicle miles traveled (VMT) in areas where automobile use is dominant. There are many vehicle technologies currently being developed to address these issues. Improving conventional vehicles via manufacturer’s systems is among the proposed solutions. This involves incorporating more efficient engines, emission filters, and so on and developing new vehicle technologies, which are either new to the market or still in prototype stage. Extensive research and development has been conducted on alternative fuel vehicles (AFVs), commercialization of natural gas vehicles, and electrification of the drive train. Depending on the degree of electrification, the combination of the internal combustion engine (ICE) with an electric motor offers a wide range of benefits from reduced fuel consumption and emission reduction to enhanced performance and the supply of power-hungry hotel loads. Auto stop–start systems, low-voltage (LV) and high-voltage (HV) hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs), and electric vehicles (EVs) are the direct results of drivetrain electrification [2–4]. The research has also focused on utilizing newer energy sources and combinations of different energy sources to improve the overall efficiency of vehicles. Since drivers have different driving needs, styles, and patterns, it has been hard to develop the ideal technology that will provide optimum performance to all.

A 48-V electrification system, the focus of this chapter, can be classified as a micro- or mini-HEV. It is essentially a combination of a high-power starter and low-power parallel hybrid having the ability to start the engine, provide electric assist, maintain regenerative braking, and serve as a generator. In some rare instances, it also drives in the EV mode. This chapter will provide a detailed overview of the importance of vehicle electrification and the position of 48-V belt starter generator (BSG) systems among many electrification topologies/drivetrains. An overview of a BSG system including functional objectives, topologies, requirements, and integration among other topics is provided followed by a detailed review of the key components of a BSG system. A high-level summary of the currently available BSG systems is also provided.
10.2 LV ELECTRIFICATION

10.2.1 NEED FOR ELECTRIFICATION

The “2025 fuel economy requirement” mandates that passenger cars and trucks in the United States deliver a fuel economy equivalent to 54.5 miles per gallon (mpg) by 2025. The new fuel economy standard impacts cars manufactured as early as 2017, requiring automakers to make incremental changes in fuel efficiencies to reach a combined average target of 34.1 mpg within the next 5 years. The eventual goal for 2025 is to approximately double the efficiency of vehicles on road today. These efficiency standards are supported by 13 major auto manufacturers that account for 90% of all vehicles sold in the United States.

It is estimated that a vehicle built under these new regulations will save the owner over $8000 in gas during its lifetime. The White House claims that for a car purchased in 2025, the net savings will be comparable to lowering the price of gasoline by approximately $1 per gallon [5]. On the basis of this prediction, U.S. drivers can expect to save over $1 trillion in gas costs collectively by 2025. Consumer costs aside, the regulations are projected to cut U.S. oil consumption by 12 billion barrels, or 2 million barrels a day by 2025 that constitutes approximately half of the U.S. imports from the Organization of the Petroleum Exporting Countries (OPEC). Moreover, the enforcement of this new fuel economy standard will create an emission reduction of 6 billion metric tons by 2025, which will lead to a growth of domestic jobs in the auto industry.

To achieve this goal, automakers are exploring a multitude of solutions including weight reduction, smaller engines, optimized auxiliary loads, and electrification of power trains. Electrified power-train systems employ electrical propulsion to offset the fuel consumption in conventional power trains by fully or partially replacing the ICE with an electric motor drive. The high-energy efficiency of the electric traction makes it a highly attracted solution for the design of fuel-efficient vehicles. A benefit of electrification is the ability to conserve energy through regenerative braking for added improvement in the fuel economy. This is accomplished by operating an electric machine as a generator to convert the inertial energy of the vehicle during braking into electrical energy and storing it in the battery to be reused for propulsion by the same machine or another traction motor integrated to the system. A BSG system will also allow the vehicle to turn the engine off during idle and other nonpropulsion events, and events with inefficient engine-operating points further improving fuel economy and reducing emissions.

10.2.2 DEGREE OF HYBRIDIZATION

On the basis of the extent of electrification, also termed as the degree of hybridization, power trains are classified into several classes. Stop/start systems offer the most basic level of electric function in which the vehicle is solely propelled by the ICE. However, it utilizes the conventional 12-V-based powernet to shut down the thermal engine when the vehicle is at a stop, while maintaining some level of accessory load function. The engine is restarted once the driver is ready to drive. Depending on the power-train design, this can reduce CO₂ emissions by 2%–5% compared to conventional vehicles. A bigger battery is sometimes integrated with the 12-V stop/start system to enable a higher capacity for storing regenerative energy that can result in a further 3%–5% improvement in fuel economy. Micro hybrids also maintain stop/start feature without any electric propulsion, but add a limited amount of energy recapture during brake and coast opportunities.

The next class of electrified vehicles is the mild hybrids which, in addition to the stop/start feature and regenerative braking capability, incorporate a limited use of electric power for propulsion assist. The electric motor/generator in mild hybrids is rated anywhere between 5 and 20 kW and requires the integration of a higher voltage drive system, typically connected parallel to the 12-V powernet. This permits a significantly higher energy recapture and the use of propulsive power in power-train operation. In LV mild hybrids, the voltage system remains below 60 V DC that is
defined as the demarcation point for DC HV by the United Nations regulation number 100 on battery electric vehicles (BEVs) (UN LR100). This document also specified that the system voltage must be maintained below 30 V to be classified as an LV system. However, during the 53rd session of the inland transport committee of the “Economic Commission for Europe” the requirement was amended to state that a system can still be classified as an LV system if the AC voltage is not accessible. This is a key driver for an integrated motor and power electronics component.

HV mild hybrids utilize voltages higher than 60 V DC to support a greater degree of regenerative energy recapture and propulsive power. Owing to the low-power rating of the electric traction system, it cannot drive the vehicle on its own. It mainly operates in parallel with the engine to assist in propulsion during high-power demands.

In full hybrid systems, the electric motor and ICE are capable of functioning together or independently to propel the vehicle based on the drive requirements. The electric-only drive mode is made possible with a traction motor that can be rated as high as 80 kW. To cater to such high-electric-power requirements, full hybrids are equipped with a larger battery pack compared to mild hybrids. However, the electric propulsion in full hybrids is limited by the amount of energy that can effectively be recaptured in braking or generated during the normal operation of the engine.

PHEVs and extended range electric vehicles (EREVs) improve upon the full hybrid function with the feature to plug in to external electrical energy sources. This considerably increases the proportion of electric drive utilization over the use of thermal propulsive power. In the architecture of a BEV, the ICE is completely replaced with a fully electric drivetrain, thereby eliminating the dependence on combustion engine and delivering zero emissions at the tailpipe. Figure 10.1 illustrates the electric power ratings and the proportion of electric and thermal power consumption for the progressive stages of electrification in power trains utilizing both the charge-sustaining (CS) functions, and the plug-in, charge-depleting (CD) functions.

The relative decrease in fuel consumption with each level of hybridization is shown in Table 10.1. The extent of improvement in fuel economy within each class also varies depending on a number of vehicle characteristics, such as mass, rolling friction and accessory load, as well as the power-train architecture and control strategy. With a broad range of factors affecting the fuel economy, it becomes essential to devise a classification method for hybrid vehicles over a standard baseline. One such method to classify HEVs is called the hybridization factor (HF). The HF for a parallel hybrid topology is represented in Equation 10.1 where \( P_{EM} \) and \( P_{ICE} \) are the maximum traction power delivered by the electric motor and the engine, respectively [6].

\[
\text{HF} = \frac{P_{EM}}{P_{EM} + P_{ICE}}
\]

**FIGURE 10.1** Classification of electrified vehicles.
HF varies from a value of 0 for the conventional vehicle to 1 for a fully electric vehicle. In hybrids with plug-in feature, connection to the grid becomes an important aspect to be taken into account when determining its classification. This is why the plug-in hybrid electric factor (Pihef) expressed in Equation 10.2 has been proposed to classify PHEVs and EREVs [7].

\[
\text{Pihef} = \frac{E_{\text{grid}}}{E_{\text{grid}} + E_{\text{fuel}}}
\]

where \(E_{\text{grid}}\) is the average energy supplied by the grid and \(E_{\text{fuel}}\) is the energy extracted from fuel combustion. A Pihef equal to 0 implies that no energy is being supplied from the grid for propulsion and any value higher than zero suggests that at least some portion of the propulsion is being powered by the grid.

Fuel consumption in a vehicle of a given mass can be reduced through a commensurate degree of hybridization signified by a higher HF of Pihef. However, hybridization effectively adds a second power train onto the existing ICE-based power train that translates into an additional component cost. Therefore, an increase in the degree of hybridization, while increasingly improving the fuel economy, also raises the proportionate cost of the hybridized power train. Vehicle manufacturers have devised methods to determine the incremental cost by which the goals for reduction in fuel consumption can be economically accomplished. This is often referred to as the best value curve. Figure 10.2 illustrates a best value curve for a given vehicle and the associated degrees of electrification.

### Table 10.1

**Fuel Economy for Increasing Level of Vehicle Electrification**

<table>
<thead>
<tr>
<th>Electrified Vehicle Technology</th>
<th>% Fuel Consumption Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 V stop/start</td>
<td>2–5</td>
</tr>
<tr>
<td>12 V micro hybrid</td>
<td>3–10</td>
</tr>
<tr>
<td>LV mild hybrid/BSG</td>
<td>8–15</td>
</tr>
<tr>
<td>HV mild hybrid</td>
<td>10–16</td>
</tr>
<tr>
<td>Full hybrid</td>
<td>20–50</td>
</tr>
<tr>
<td>Plug-in hybrid</td>
<td>40–80</td>
</tr>
<tr>
<td>BEV</td>
<td>100</td>
</tr>
</tbody>
</table>

**FIGURE 10.2** Best value curve for increasing the degree of hybridization.
10.2.3 LV versus HV Electrification

Increasing the degree of hybridization yields an improved fuel economy by maximizing the utilization of the electric traction during the vehicle drive cycle. This is achieved by increasing the power of the electric traction system such that it can assist and even fully take over the vehicle propulsion. Consequently, a higher voltage system needs to be incorporated in the vehicle that can meet the larger electric power requirements. HV hybrids, due to their higher electric propulsion power and a more extended electric drive function offer significantly reduced fuel consumption. An increase in system voltage permits a more effective support of power demands, without a proportionate increase in operating electrical current. Figure 10.3 illustrates the effect of voltage on the current required to be supported by a stop–start system. Curves at different specific power levels for a start–stop system are provided. These curves demonstrate one key advantage of using a 100+ bus voltage for a start–stop system.

The electric power required to implement electrification topologies such as HEV, PHEV, and EV range from 50 kW to almost 200 kW depending on vehicle application. This power supports vehicle functions such as electric drive, electric assist, and regenerative capability improving fuel economy of the vehicle. Voltage levels in these vehicle power trains are maintained at the 200–400+ V range to be able to satisfy the high-power demands while maintaining manageable currents. Continuous current requirements at the high voltages are still higher than in a LV system. The selection of sub-components and interface connections rated for these high voltages and currents add a huge burden on the vehicle cost. Moreover, safety becomes a prime concern in HV systems as manufacturers are mandated to comply with federal and regional safety standards. HV is defined as a DC voltage greater than 60 V and require special wiring that have unique insulation and visual requirements. For example, they are orange in color. Multiple series-connected HV battery modules require a casing with superior isolation and relays to ensure disconnection in case of fault. A high-voltage interlock loop (HVIL) system that serially connects all the HV devices, monitors the HV bus, and reports the status to the battery controller is required. In the event of a vehicle collision or system malfunction, the controller will use this information to enforce an immediate system disconnection by cutting-off switches and relays. In this event, the system is required to reduce the system voltage to under 60 V in 5 s. Galvanic isolation becomes necessary to insulate the high- and LV electrical subsystems and vehicle ground plane/chassis. While these fault detection and protection systems are critical in preventing inadvertent access to HV energy, or failure of subsystem isolation, they add to the relatively higher cost of components in a high-power electrical system. Moreover, thermal management becomes more complex for HV hybrid systems. A summary of the impact of HV on a hybrid system is illustrated in Table 10.2. It is evident that while a full HEV, PHEV, and EV can provide the most

![FIGURE 10.3 Effect of increasing voltage on current requirements of a stop/start system.](image-url)
fuel economy improvement allowing a fleet to achieve the mandated targets, each of these vehicles will have a significant impact on vehicle cost.

Although lower than more electrified vehicles, LV hybrid systems demonstrate a substantial improvement in fuel economy by up to 15% at a significantly lower cost. They are also easy to integrate into the compact class segment of vehicles and offer a cost-effective approach that can be applied to a large percentage of a vehicle fleet. This will give a larger consumer base access to fuel-efficient cars. An LV mild hybrid therefore offers an excellent balance between reduction in fuel consumption and the system complexity or cost. The primary focus of this chapter will be the design aspects of LV mild hybrids.

10.2.4 12-V versus 48-V LV Electrification

The design of LV mild hybrids typically consists of an electric machine that serves as a starter/generator. There are several approaches of incorporating the starter/generator to the power train. The machine can be used to replace the flywheel and integrated directly onto the crank shaft between the engine and the clutch or at the accessory side. This topology is called the integrated starter generator (ISG) and provides good torque smoothing. An alternate approach is to integrate the starter/generator to the power train through a mechanical link such as accessory belt, chain, or gear. In a BSG where the electric machine is connected to the engine through a belt, the starter/generator occupies roughly the same space as the alternator that it replaces. Therefore, a BSG can be integrated as a compact package without any substantial changes to the engine-based power train. The electric machine of the BSG generates the torque needed to crank the engine, acts as a generator to charge the batteries during braking and normal engine operation, and provides a limited amount of electric assist during high acceleration demands.

While a BSG can be connected onto the 12-V powernet, there are a number of drivers that necessitate a higher voltage system. Increasingly, stringent emission standards along with tax and bonus incentives push for a higher fuel economy that cannot be achieved with the limited regenerative capability and stop/start feature in the 12-V vehicles. A higher degree of electric function and consequently higher power is necessary to meet these fuel economy standards. Therefore, an alternate approach to implementing LV electrifications is the design of a 48-V BSG system. While the electrical power rating in a 12-V system is limited to a few kW, a 48-V BSG can provide up to 10 kW continuous and 15 kW peak power and possibly even higher. The availability of higher power
increases the capacity for storing regenerative energy and enhances the capability of torque assist, resulting in better performance and fuel economy. Torque assist capability allows the downsizing of combustion engine and the superior stop/start feature in 48-V systems takes a shorter time for starting the ICE. 48-V systems also offer the potential for downsizing auxiliary loads such as seat heaters, electric power steering (EPS) and fan blowers, and enable the use of electric-powered air compressors that cannot operate at 12 V. They allow a limited all-electric drive in the low-speed range that a 12-V system cannot deliver. On the other hand, an advantage of a 12-V BSG system is that it can be implemented in a vehicle with very little change to the conventional architecture, which remains largely the same apart from the battery and larger cables. For a 48-V BSG system, additional electrical components are required including inverter, larger cables, and a battery of higher capacity. A breakdown of the system features in a 12-V and 48-V BSG and their corresponding improvement in fuel economy is provided in Table 10.3.

48-V systems offer a clear advantage in terms of fuel economy; however, they are accompanied by a penalty of higher cost and packaging requirements driven by the number of components and power requirements. On the other hand, higher voltages reduce the current requirements and permit the selection of cheaper components rated for lower currents. The 48-V BSG, inverter, DC/DC converter, and the 48-V electric A/C compressors are the major contributors to the system cost. However, the design and integration of 48-V components into the vehicle remains within a reasonable range of manufacturing cost and the $/kWh and $/L ratios for battery packaging also remain affordable, especially when compared to HEV, PHEV, and EV drivetrains.

It can be concluded from this comparative assessment that 48-V BSG systems are particularly advantageous without the added complexity and higher cost of HV systems. Although the cost impact of increasing the system voltage from 12 to 48 V is sizeable, it is matched by a worthwhile reduction in fuel consumption. Figure 10.4 illustrates the architecture of a typical conventional, 12-V start–stop and 48-V BSG system. The latter is powered by a 48-V battery through a DC/AC inverter. Another DC/DC converter is required to step down the 48-V supply for the auxiliary loads connected on the 12-V powernet.

48-V systems, therefore, offer a sensible option of electrification at low cost for a large segment of vehicle classes. Taking these advantages into consideration, most vehicle companies are looking to implement 48-V BSG systems in their upcoming products. Tier 1 automotive supplier has also
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**TABLE 10.3**

Features and Fuel Economy of 12-V and 48-V BSG System

<table>
<thead>
<tr>
<th></th>
<th>12-V Stop/Start</th>
<th>48-V Stop/Start</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power</strong></td>
<td>~3 kW</td>
<td>~10 kW</td>
</tr>
<tr>
<td><strong>Stop/start</strong></td>
<td>Yes</td>
<td>Yes, comparatively faster and smoother</td>
</tr>
<tr>
<td><strong>Regeneration</strong></td>
<td>Yes, limited by peak power limits of components and max charge current limits of 12-V battery</td>
<td>Yes, higher regenerative energy capture, resulting in higher fuel economy improvement</td>
</tr>
<tr>
<td><strong>Assist</strong></td>
<td>Yes, limited by peak power limits of components and max discharge current limits of 12-V battery</td>
<td>Yes, higher peak power and longer duration at peak increasing fuel economy improvement</td>
</tr>
<tr>
<td><strong>Generation Components</strong></td>
<td>Conventional alternator</td>
<td>Using BSG components potentially more efficient</td>
</tr>
<tr>
<td></td>
<td>Architecture largely unchanged; larger battery and cables required</td>
<td>Larger motor and cables</td>
</tr>
<tr>
<td><strong>Weight and packaging</strong></td>
<td>Limited impact</td>
<td>Significant impact to vehicle weight class and packaging complexity</td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td>Component and integration cost</td>
<td>Estimated 2–3 times the cost of a 12-V BSG system</td>
</tr>
<tr>
<td><strong>Fuel economy</strong></td>
<td>Up to ~10%, 14 g CO₂</td>
<td>Up to ~19%, 27 g CO₂</td>
</tr>
</tbody>
</table>
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recognized this trend and the potential impact of start–stop systems on vehicle fleets with some predicting that such systems will be installed in as many as 70% of all new cars in western Europe by 2017 [8]. To keep up with these market projections, the suppliers have started developing component technologies and turn-key solutions. Details on these technologies and market trends toward a 48-V BSG will be discussed later in the chapter.

Initial guidelines for the design of LV hybrid systems have already been developed. The German Automobile Manufacturers Alliance (VDA) has established a set of performance guidelines for LV systems under 60 V, optimized for operation around 48 V. The guidelines have been documented in a specification titled LV148, and are summarized in Figure 10.5. LV148 can be considered as an addition to the LV124 document, for example, electric and electronic components in passenger cars up to 3.5; general requirements, test conditions, and tests. The intent of the guideline is to generate a system that can take maximum opportunity from the heightened operating voltage while safely preventing violation of the 60-V limit.

FIGURE 10.4 Topology of a typical 48-V BSG system.

FIGURE 10.5 Guidelines for LV electrification in vehicles.
10.3  BSG SYSTEM OVERVIEW

There are a number of performance requirements that determine the design of a BSG system. The system should deliver significant improvements to the vehicle fuel economy on city drive cycle such as the New European Drive Cycle (NEDC) and the Federal Test Procedure drive cycle (FTP) with stop–start functionality and additional improvements during coasting and torque assist. The BSG integration should provide an affordable alternative to HV electrification. The design should be scalable to multiple engine technology and size and it should provide a solution that is independent of transmission.

The design of the BSG should also improve customer driving experience and acceleration transients. A BSG system will also allow for engine downsizing by supporting peak torque and power demands. In addition, the system must minimize noise for comfort start and stop, improve shift and launch quality, torque assist, stall protection, and enable the introduction of 48-V auxiliary loads such as EPS, electric HVAC, active body control, and so on.

10.3.1 FUNCTIONAL OVERVIEW OF A BSG SYSTEM

A BSG system has four primary functional objectives:

- Support auto-stop and start
- Support regenerative braking
- Provide electric assist during high torque loads
- Generate power to support auxiliary loads

In addition to the above, a BSG system has the secondary objectives that will further improve fuel economy, performance, customer comfort, and reduce cost and packaging constraints of the vehicle. They include but are not limited to eliminating the need for an alternator, potentially eliminating the need for a starter, fuel cutoff during coasting and deceleration, smoothing engine torque, and last but not the least, enabling electric-only drive.

The stop/start feature, regenerative braking, and torque assist by the BSG system are the most significant functional objectives of the BSG system and are discussed individually in this section. Alternator function is also discussed as it has a significant impact on vehicle performance. Figure 10.6 demonstrates these different features using vehicle speed and motor power requirements for a segment of the Environmental Protection Agency (EPA) city drive cycle. High torque is required to crank the
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**FIGURE 10.6**  Power and torque profile of BSG electric motor/generator during the vehicle drive cycle.
engine to turn on when the driver removes and releases the brake pedal or presses the accelerator. During the normal operation of the vehicle, the electric machine acts as a generator to store energy in the battery. When the driver presses the brake pedal and decelerates, signified by the region with negative motor torque and power, the BSG controller shuts down the engine until the vehicle comes to a gradual stop while capturing the regenerative energy. The engine remains shutoff during idling while the auxiliary loads are powered by the 48-V battery with the DC/DC converter stepping it down to support 12-V loads.

10.3.1.1 Auto Stop/Start

In conventional vehicles, a dedicated starter, typically mounted to the engine, turns the engine on when initiated by the “key-on” function. In a typical BSG application, the conventional starter will continue to crank the engine during key starts while the BSG system will crank the engine during all auto-starts.

All vehicles are required to operate at ambient temperatures ranging from $-40^\circ$C to 125°C. However, 48-V battery systems are in general not designed to operate at temperatures as low as $-40^\circ$C. A BSG system is therefore not available across the complete temperature range, resulting in a conventional starter being maintained and used in a 48-V BSG system. Battery suppliers are working on new cell and packaging technologies that will allow the removal of the conventional starter in future designs.

A stop/start event occurs when the engine is not required to provide propulsion torque such as idle, coasting, and sometimes deceleration. A typical BSG system will primarily focus on turning the engine off during idle only because controls and calibration requirements to turn off during the other events are degrees more complex. Figure 10.7 below illustrates an example of a cranking profile of the engine during an auto-start from idle. The BSG motor provides maximum torque for as long as the crank shaft speed is increasing. This duration at max torque will vary with engine technology and is a key design criterion for the motor and the power inverter module.

In this event, the engine shuts off to conserve fuel and starts again when initiated by the driver or the vehicle system. The engine restart is either initiated by the driver or by the system. Driver-initiated auto-start is determined by the release of the brake pedal or the position of the accelerator. System-initiated auto-start is based on vehicle-operating conditions such as the engine coolant temperature, transmission oil temperature, 48-V battery state of charge (SOC), brake vacuum pressure, cabin comfort demands, and occupant detections.

![Figure 10.7](image-url)
To maximize customer satisfaction and driver experience, the auto stop and start function will be calibrated to minimize change of mind restart initiation delay, reduce engine vibration in shutdown through engine breaking and torque management, enhance restart time and quality, and have the option of direct start.

The start profile, represented by the speed and torque over time, varies based on the torque requested by the driver and can be characterized as smooth or aggressive. Smooth auto-start is transparent and seamless to the driver and is initiated after engine torque potential is reduced. The engine speed versus time profile for the smooth auto-start is shown in Figure 10.8.

Aggressive auto-start ignites the engine as fast as possible to provide propulsion torque as shown in Figure 10.8. The combustion in aggressive auto-start begins after one crankshaft revolution.

On the basis of the driver’s auto-start requirements, the BSG controller interpolates between the two different start types and ensures the most transparent auto-starts while maintaining a fast start option. It commands the electric motor to apply torque to spin up the engine and compensates for compression torque until combustion starts.

10.3.1.2 Assist/Boost
The BSG system can provide additional power to the driveline during heavy acceleration and grade driving. This is achieved by the BSG system providing supporting torque in addition to the torque by the ICE to enhance the vehicle performance during starting, acceleration, and high-grade driving. The power and duration of electric assist is limited by the battery capacity, the power rating of the components, the torque-speed map of the motor, and thermal limitations of the system.

During high acceleration demands indicated by pedal request from the driver, the boost feature supplements the ICE-based vehicle propulsion by adding electric motor torque over the engine maximum torque to increase the power-train torque. The assist feature compels the electric motor to provide torque when the engine needs to enrich the air/fuel mixture. Since the electric motor can contribute to the vehicle propulsion by providing supporting torque, it allows the driver’s requirements to be met without the need to gear down. Thus, the electric assist capability of the BSG systems allows additional fuel economy by enabling the engine to operate more efficiently by optimizing the gear shift schedule. Moreover, it can potentially enhance the drive performance during acceleration events.

In smaller vehicles, provided that the BSG system has been sized accordingly, the BSG system is capable of providing enough propulsion torque to drive the vehicle in electric-only mode. This

![Figure 10.8](https://www.electronicbo.com)  
**FIGURE 10.8** Engine speed versus time profile for smooth and aggressive auto-start.
allows the vehicle to further increase fuel economy and reduce emissions. However, as the vehicle platform gets larger, this is not possible as the current required will be too high for a 48-V system without having significant fuel economy loss, cost, and packaging implications.

10.3.1.3 Regenerative Braking
When braking in a conventional vehicle, the friction converts much of the kinetic energy into heat that is released into the air. Electrified vehicles are designed to capture this kinetic energy during deceleration and store it in the battery pack to be used for propulsion during acceleration. According to the simulated data, the overall economy of the vehicle is improved by 5%–8% in NEDC and 8%–12% in the FTP-75 drive cycles. However, adding features such as down speeding and start–stop coasting will also add to this improvement. There are various methods of capturing regenerative braking energy. Two such methods are the fully blended and the overlay-regenerating braking systems. A fully blended approach while more challenging to develop, improves fuel economy and range and helps preserve a more natural braking feel. An overlay approach is the most cost-effective solution.

Every braking event constitutes both regenerative and friction braking. During the initial pedal travel, braking is purely regenerative, that is, almost the entire braking energy is captured as electrical energy. Friction braking, where braking energy is dissipated as heat, starts after some pedal travel. To ensure safety and smooth drivability, regeneration is restricted by the deceleration requirements. Moreover, the regenerative energy storage is limited by the battery capacity and peak power limits of the power inverter module and motor.

Regenerative braking has a sizeable impact on fuel savings in electrified vehicles. Moreover, fuel cutoff during coasting is also a beneficial feature for fuel economy. Various combinations of the above-discussed features can be considered to optimize cost versus fuel economy and carbon emissions.

10.3.1.4 Generation
48-V systems are being designed and specified so as to support all the 12-V loads of the vehicle. The conventional alternator can then be removed positively impacting integration, cost, and packaging efforts. The motor in the generating mode will be required to provide a continuous generating power of an estimated 2 kW across the operation speed range. Note that the power requirement will vary based on the vehicle and the available auxiliary loads of that vehicle.

A typical torque versus speed map and power versus speed map of a BSG motor is presented in Figure 10.9. The different operation ranges described above have been identified. It is clear that the BSG requirements must be specified so as to maximize the advantages from each function.

![Motor performance and functional regions](image)

**FIGURE 10.9** T–S and P–S map of a typical BSG motor.
10.3.2 48 V Electrification Topologies

A 48-V electrification system can be integrated with a conventional drivetrain using different topologies as illustrated in Figure 10.10. The packaging and installation of the electric motor and how it connects to the engine will be the key difference between each topology. Four key topologies are discussed in this section along with unique requirements and functional capabilities. The impact on fuel economy, implementation cost, and ease of integration is also addressed.

10.3.2.1 P1 Topology

The electric motor in this topology is directly integrated to the engine. Therefore, the engine will always start with the electric motor unless driven by conditions such as low ambient temperatures where a conventional starter is required. Assist/boost, idle charging, coasting, and regenerative braking features are available with this topology. However, regenerative braking is limited due to engine drag and coasting is limited only to an e-clutch system. The electric-only drive feature is not possible with this configuration. While integration complexity is low with this topology, the fuel economy improvement is small and system cost is high.

10.3.2.2 P2 Topology

This topology has several advantages. It offers improved regenerative capacity, idle charging, electric-only drive, coasting, and torque assist/boost feature. Stop/start is initiated by the electric motor and the electric-only drive is determined by the battery capacity and power of the electric motor. In a typical P2 topology, the motor is integrated with the engine via the front-end accessory drive (FEAD) system and can in most instances be mounted to the engine in place of the conventional alternator. Therefore, integration complexity is low. It also provides a relatively high fuel economy improvement.

10.3.2.3 P3 Topology

In a P3 topology, the electric motor is coupled with the drive shaft after the differential. This can be achieved either via mechanical direct couple or via a belt. This configuration allows electric-only drive, regenerative braking, and electric assist/boost features. The clutch is always electrically actuated and coasting is possible in manual transmission. In case of automated manual transmission (AMT), coasting is possible if control logic is adapted to select electrical actuation of the clutch. Integrating a P3 topology to an existing drive train will be more complex.

10.3.2.4 P4 Topology

A P4 topology is commonly referred to as a parallel through the road topology where the electric motor is coupled with the second set of wheels, that is, rear wheels in a front wheel drive vehicle. While this architecture does not permit idle charging or a stop/start initiated by the motor, it features fuel cutoff during coasting, high regenerative capability, torque assist/boost, and electric-only

FIGURE 10.10 Possible topologies for BSG integration.
drive. Owing to the integration of the electric motor to the rear wheels, the vehicle becomes an all-wheel drive during electric assist mode that is an added advantage.

10.4 BSG REQUIREMENTS AND IMPLEMENTATION

10.4.1 BSG PERFORMANCE REQUIREMENTS

The BSG system has to be designed to meet a number of vehicle performance, cost, and timing requirements. The most significant performance requirements are listed in Table 10.4. The most primary function of the BSG system is to provide fast auto-start feature during both warm and cold cranking. The selected electric motor/generator fixed on the FEAD to replace the alternator and potentially a starter requires a power rating between 8 and 15 kW to meet the power requirements for auto-start, regenerative braking, electric assist, as well as a small portion of electric-only drive.

The key benefit of the stop/start system is the improvement in fuel economy by minimizing the fuel consumption during vehicle idle periods. This feature will provide automakers with fuel economy credits by achieving a stop/start at each vehicle idle period of the EPA FTP drive cycle with the exception of idle periods soon after a key start. This section discusses the component and system requirements, control strategy, and implementation overview to maximize this benefit. Other opportunities to further improve the fuel economy of the vehicle, reduce emissions, and ease vehicle integration complexities will also be discussed. There are multiple enabling conditions in a vehicle that define stop/start function. These conditions are unique to the vehicle and the automotive supplier. Some high-level enabling conditions include:

For auto-stop

- Brake and gear position is valid
- Ambient and coolant (liquid or air) temperatures are within the range for all components
- Battery SOC is above the threshold
- Engine and vehicle speed is below the threshold
- No inhibit
- Onboard diagnostic (OBD) conditions are met

For auto-start

- Brake and gear position is valid
- Completed key start
- OBD conditions are met

The approach to stop/start operation will vary based on multiple vehicle features, initially being the transmission system.

TABLE 10.4
Performance Requirements from a 48-V BSG System

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating voltage</td>
<td>48 V</td>
</tr>
<tr>
<td>Peak power</td>
<td>8–15 kW</td>
</tr>
<tr>
<td>Number of auto-starts</td>
<td>350 k–450 K depending on location and drive cycle</td>
</tr>
<tr>
<td>Engine start time</td>
<td>300–500 ms</td>
</tr>
<tr>
<td>Number of key starts</td>
<td>30,000</td>
</tr>
<tr>
<td>Engine start time—cold start at −25°C</td>
<td>1 s—since key start only, longer duration is accepted</td>
</tr>
<tr>
<td>Service life</td>
<td>15 years/100,000 miles</td>
</tr>
</tbody>
</table>
10.4.1.1 Automatic Transmission
The system will generally provide automatic engine stops and zero vehicle speeds when the brake pedal is applied and all vehicle enablers have been met. These enablers will be unique to the auto-maker and the vehicle. Releasing the brake pedal will restart the engine. The engine may also restart during the brake condition if the 48-V battery SOC is too low, if it is required by the auxiliary loads, or if the component requirements for a start are at their threshold.

10.4.1.2 Manual Transmission
Unlike in an automatic transmission, the system will implement an engine stop at low vehicle speeds, provided that the transmission is in “Neutral” and the clutch is not engaged. In case the vehicle is geared and the clutch is engaged, the brake pedal must be applied prior to an engine stop so as to prevent vehicle roll. Engine start will be based on both clutch and brake position requirements unique to both neutral and gear conditions. Similar to the above, other vehicle conditions will also initiate engine start, provided the vehicle safety is met.

Vehicle-level objectives of a start–stop system will be generated by the respective vehicle groups. They will in general include requirements for

- Vehicle speed at shutdown
- Engine restart time—pedal driven
- Engine restart time—change of mind
- Start/stop vibration
- Noise—inside the vehicle

System-level objectives of a start–stop system will be generated by the power-train team for each unique application. They will in general include requirements for

- Engine restart time
- Cranking time
- Time to engine starting speed (RPM)
- Motor ramp rate
- Power-train jerk
- Power-train vibration
- Power-train-radiated noise

Component requirements

- Max torque capability
- Continuous torque capability
- Generating capability
- Slew rate

10.4.2 Design Changes for a BSG System
A BSG system will add components to the base vehicle, such as the inverter, motor, and a 48-V battery pack. However, it must be noted that implementing a 48-V BSG system will also modify, and respecify requirements of some fundamental components. In some cases, these components can be optimized as a result of the functional capabilities of the BSG to further improve the fuel economy of the vehicle or removed reducing the delta cost increase of the system.
Some of these key component areas that will be impacted by the addition of the BSG system are:

- **Alternator**: The conventional alternator will potentially be removed.
- **Accessory drive**: Pulleys (alternator-decoupled pulley), tensioners, idlers, belt, and other propulsion system components.
- **Controller hardware**: Processing capability of controllers and input/output capability.
- **Underhood environment**: Modifications to the underhood packaging to create space for the motor and inverter.
- **Revised wiring**: Additional of both 48-V and 12-V wiring and rerouting existing wire harnesses.
- **Redesigned underhood coolant system**: On the basis of the coolant strategy for the added motor and inverter, either the existing engine coolant loop must be modified or a new coolant system must be added.
- **Potential addition of 48-V electric air compressor (EAC)**.
- **Potential addition of 48-V EPS**: The current 12-V power-steering systems are one of the largest loads on the auxiliary system. Designing to meet edge-to-edge steering (~50+ A) has driven the DC/DC to be much larger than required for normal operation. By switching to 48 V, the current required can be reduced and a DC/DC converter will not be required to support it.
- **Engine mounts**: Since the motor and most likely the inverter is directly mounted to the engine, the mounting point location and mounts themselves must be reevaluated for structural and noise, vibration, and harmonics (NVH) requirements.
- **Engine housing**: Modifications to the engine housing as additional mounting points maybe required.
- **Exhaust system**: On the basis of the packaging feasibility of the component and coolant strategy, the exhaust may have to be redesigned.

The belt drive of the BSG system should be capable of transmitting the high torque based on the vehicle demands. As opposed to conventional vehicles, BSG requires a bidirectional drive-tensioning system to cater for the negative torque during regenerative braking. The belt must also be wider and made of material that supports high load and tension.

Components in a typical electrified vehicle are not integrated and implemented in aggressive environments. However, with BSG systems, electrification components are prone to the more extreme environments. The BSG design therefore needs to sustain these harsh environmental factors and based on where the components are mounted, these environmental requirements tend to vary. The two locations for component packaging in the vehicle are underhood or trunk/cabin. Irrespective of their location, all components of the vehicle must meet the NVH requirements, particularly those that directly impact propulsion. The motor and the power electronics in the case of integrated components are directly mounted to the engine. The vibration of these components over lift and the shock at each start will be extreme. It is essential that any device under specification does not emit any unwanted, undesirable, whining, disturbing, or annoying noise that a customer can hear during normal vehicle operations over the entire vehicle design life. The importance of meeting NVH requirements for BSG components, specifically the motor, is extremely important. The motor/generator is directly coupled with the engine during starts and any NVH effect will be experienced by the driver. It needs to be ensured that vibrations caused by an electric motor should not be more disturbing under any operating conditions than a pure combustion engine operation. These operating conditions cover the entire vehicle speed range and the entire ambient temperature range, including but not limited to, the motoring mode, the regeneration mode, acceleration/deceleration, slow start-up or wide open throttle, tip-in or tip-out, and so on. Note that tip-in and tip-out refers to engaging (or disengaging) the engine by stepping in (or out) of the pedal.
Another environmental factor that needs to be taken into consideration is the high temperature under the hood. The proximity of the components to the engine and the exhaust results in high ambient temperatures above the common 105°C and will be required to qualify testing at 125°C or 150°C. This high-temperature environment and the considerably high-power ratings in BSG components warrant a suitable cooling system. The components can be either forced air or liquid cooled depending on the design specifications. Typically, air cooling is considered suitable for components rated under 10 kW and liquid cooling for higher power ratings.

10.4.3 Design Challenges and Implementation

There are several challenges in designing the BSG system in a cost-effective manner without adding complexity to the process. To ensure an acceptable power density, the packaging of the components needs to be compact. The motor/generator and the power inverter module must fit underhood and the power pack unit should fit in the cabin/trunk and has to be designed accordingly. A BSG system will add weight to the base car at times, resulting in the vehicle moving up on weight classifications. Component and interface weight must be factored into the assessment of such a system. Key weight factors include the battery pack, motor, inverter, mounting brackets, and wiring. The breakdown of extra weight due to additional components or component redesign is given in Table 10.5. Minimizing this added weight is one of the crucial concerns in BSG design. Moreover, it is highly desirable to develop a global system that can be reused and integrated across different platforms and into various classes of vehicles to make this technology available to a wider consumer base.

As with any new technology, it is important to validate the design prior to implementation. This is conducted by simulation, functional, performance and reliability tests, and studies among others. The usage cycle is one of the most important requirements to validate the design. The usage cycle must comprise of the load of the system (by component) over the expected life of the vehicle. It should also account for environmental profiles and performance degradation of specific functions where applicable. On average, automotive life is defined as the total number of years and miles. However, for a start–stop system, the number of starts over this period, the duration of the start, and the time between starts and the environmental conditions at each event is most important. Assuming a 10-year, 200-km life cycle in Europe, the total number of starts can be calculated as shown in Table 10.6.

OBD requirement applies to all vehicles sold in North America and is a regulatory requirement that must be considered when implementing a 48-V BSG system. The stop/start is a power-train feature that will impact the overall emissions of the vehicle and must thus be compliant. Tailpipe emission certification will be conducted with both start–stop active and disabled to capture worst-case values. If the emission delta between the cases is within a provided margin, OBD compliance requirement may be waived. However, a properly designed BSG will not (should not) fall within this range. The BSG will therefore require an indicator on the dashboard to indicate that

<table>
<thead>
<tr>
<th>Component /Integration</th>
<th>Weight (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor, brackets, and cooling</td>
<td>~+8</td>
</tr>
<tr>
<td>Inverter, brackets and cooling</td>
<td>~+2</td>
</tr>
<tr>
<td>ESS, brackets, and cooling</td>
<td>~+10</td>
</tr>
<tr>
<td>DC/DC converter, brackets and cooling</td>
<td>~+5</td>
</tr>
<tr>
<td>Engine adaptation</td>
<td>~+5</td>
</tr>
<tr>
<td>Interfaces (wiring, coolant lines, etc)</td>
<td>~+8</td>
</tr>
<tr>
<td>Removal of alternator</td>
<td>~−8</td>
</tr>
<tr>
<td>Total</td>
<td>~30</td>
</tr>
</tbody>
</table>
the stop/start feature has been disabled for any reason. A typical system will utilize the “Malfunction Indicator Lamp” (MIL) for this purpose. If the BSG system is unable to perform as designed with the functions becoming inappropriately, unintentionally, or accidentally nonfunctional, the MIL will serve as the indicator to the consumer. The reasons for this behavior include BSG subcomponents failure, BSG subcomponent fault codes, BSG enablers, inhibit codes, and so on.

10.5 KEY BSG SUBSYSTEM COMPONENTS

The key components of a BSG system, shown in Figure 10.11, consist of the 48-V energy-storage system, an electric motor, the power inverter module/controller, a 48-V/12-V DC/DC converter, and the FEAD module. Detailed technical information of the components will be provided in other chapters of this book. This section will focus on any unique requirements, designs, and functions of these components as they pertain to a 48-V system.

10.5.1 ENERGY-STORAGE SYSTEM

While a number of energy-storage technologies such as ultracapacitors and flywheels are under investigation, batteries are most typically used in energy-storage systems (ESS) for automotive...
applications. The selection and sizing of a battery for the BSG system is of central importance since its parameters directly impact the vehicle performance and its capacity for electric function. The key factor in battery selection is the power rating. The battery is required to meet the peak power requirements for regenerative braking, cold cranking, and assist functions. It should provide both high-power and high-energy density. The SOC characteristics of the battery determine the battery management strategy that controls the use of available electric power. Depending on the choice of technology, the reliability and life of the battery may be compromised if operated at low SOC. The SOC, in such cases, needs to be maintained at higher levels, limiting the use of electric function and thereby affecting the overall fuel economy delivered by the vehicle. Table 10.7 provides an overview of the ESS characteristics and features for a 48-V BSG system. The specifications are compliant with the LV148 systems guidelines, taking into account typical voltage losses over power cables during operation, and a nominal suite of accessory load functions.

The ESS will normally comprise the following system components:

- **Electrochemical cells.** These may be assembled into one or more discrete modules.
- **48-V power connections.** They provide the power interface to the vehicle. A 48-V positive terminal is mandatory for the battery, while the negative terminal may be integrated into the ESS chassis and bonded to the vehicle chassis ground.
- **LV (signal) connector.** It provides an interface to communicate with the vehicles central controller.
- **Cell temperature, voltage and current, and sensors.** These perform real-time monitoring of current, cell voltage, and temperature.
- **Cabin air temperature sensors in/out.** These sensors are required if the ESS is air cooled and the design of the cooling system requires monitoring of air temperature.
- **Thermal management system.**

### TABLE 10.7

Features of the 48-V ESS for a 48-V BSG System

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definitions</th>
<th>Units</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage max during normal operation</td>
<td>Maximum operating voltage during 10-s peak charge, under normal operating temperatures</td>
<td>V</td>
<td>52</td>
</tr>
<tr>
<td>Voltage min during normal operation</td>
<td>Minimum operating voltage during 1-s peak discharge, under normal operating temperatures</td>
<td>V</td>
<td>38</td>
</tr>
<tr>
<td>Voltage max during extended operation</td>
<td>Maximum operating voltage during 10-s peak charge, under extended operating temperatures</td>
<td>V</td>
<td>54</td>
</tr>
<tr>
<td>Voltage min during extended operation</td>
<td>Minimum operating voltage during 1-s peak discharge, under extended operating temperatures</td>
<td>V</td>
<td>24</td>
</tr>
<tr>
<td>Discharge power, 1 s</td>
<td>10-s discharge power required in target operating temperature</td>
<td>kW</td>
<td>10</td>
</tr>
<tr>
<td>Discharge power, 10 s</td>
<td>1-s discharge power required in target operating temperature</td>
<td>kW</td>
<td>8</td>
</tr>
<tr>
<td>Charge power, 10 s</td>
<td>10-s charge power required in target operating temperature</td>
<td>kW</td>
<td>9</td>
</tr>
<tr>
<td>Charge power, 1 s</td>
<td>1-s charge power required in target operating temperature</td>
<td>kW</td>
<td>10</td>
</tr>
<tr>
<td>Max. current (1-s pulse)</td>
<td>Maximum current that system will see for 1 s, within normal voltage range</td>
<td>A</td>
<td>350</td>
</tr>
<tr>
<td>RMS current (&gt;10 min)</td>
<td>Maximum continuous current under hybrid operation</td>
<td>A</td>
<td>80</td>
</tr>
<tr>
<td>Available energy (peak discharge)</td>
<td>Minimum energy required to meet the 1-s discharge and 10-s charge requirements, plus accessory functions and the voltage stay in normal operating range</td>
<td>Wh</td>
<td>150</td>
</tr>
<tr>
<td>Cell-operating temp. range (°C)</td>
<td>System maximum cell temperature data −30° to +50° (°C)</td>
<td>°C</td>
<td>−30/55</td>
</tr>
<tr>
<td>Survival temperature range</td>
<td>Temperature range over which the ESS will not experience any permanent damage (nonoperational)</td>
<td>°C</td>
<td>−40/66</td>
</tr>
</tbody>
</table>
• **Cell-balancing circuits.** These circuits may be required, depending on the battery chemistry chosen, and can be possibly integrated into the battery control module.

• **Precharge contactor and resistor.** In some cases, this circuitry is an integrated part of the electronic components of the power train and is therefore not required within the ESS.

• **Fuse(s).** These are often made serviceable to disconnect the 48-V powernet during service and maintenance.

• **Battery pack control module (BPCM).** The control module contains the hardware controller including the drivers for the contactors. It performs current, cell voltage and temperature measurement, evaluates the battery SOC, state of function (SOF), and state of health (SOH), generates the corresponding control logic, and supervises the diagnostics, error management, and communication.

• **Housing.**

As discussed earlier in the chapter, HV connectors, safety relays, and HVIL can be avoided within the 48-V systems. Liquid cooling is not necessarily required for 48-V batteries and housing does not require HV galvanic isolation.

Three major battery technologies have been successfully incorporated into automotive hybrid systems: lead acid (PbA), nickel metal hydride (NiMH), and lithium ion (Li ion). Both PbA and Li-ion have seen the development of a significant number of variants in technology, including several oriented toward higher power applications. Figure 10.12 is a Ragone chart that illustrates the performance of these battery types in terms of specific power and energy.

Li-ion batteries for HEVs (HEV Li-ion) have low storage capacity under <10 Ah when compared to high-energy Li-ion cells. However, they offer high-power discharge up to 2000 W/kg, making it desirable for rapid, shallow cycling. Moreover, they are capable of delivering power at low SOC without significant degradation to their reliability and life. PbA batteries on the other hand require the SOC to be maintained at a high level. They suffer from sulfation during prolonged low SOC operation, and deliver relatively poor charge acceptance. Lead carbon (PbC) battery technology

![Ragone chart](image)

**FIGURE 10.12** Ragone chart to demonstrate battery performance in terms of specific power and specific energy.
seeks to resolve the issues associated with PbA batteries. This is achieved in PbC batteries that are combined with activated carbons, thus merging the ultracapacitive charge characteristics with the PbA battery characteristics. However, PbC batteries offer low energy and power density, when compared to PbA. Another technology is the bipolar advanced lead acid (ALAB). This advanced bipolar battery architecture has been applied to PbA construction, leading to a noticeable reduction in cell resistance, and also allowing a near doubling of battery energy density. This architecture, combined with improvements in electrode design for partial SOC operation could potentially provide a cost-effective alternative to advanced batteries. There have been noticeable technological challenges associated with ALAB batteries, particularly with battery sealing, which have delayed its introduction into large-scale commercial use.

Another type of energy-storage technology is the ultracapacitors. Currently, the available electrolytic double-layer capacitors provide significant power density, and low-energy density. Given the fact that most LV hybrid applications require very small levels of energy for operation, the ultracapacitor is a potentially good fit. Progressively decreasing cost and a wide operating temperature range make such ultracapacitor technologies such as symmetric ultracapacitor (symUcap) increasingly attractive to automotive applications. The low-energy density, however, poses challenges for sustained accessory drive support. Asymmetric ultracapacitor (AsymUcap) technology combines the electrostatic energy-storage mechanism of a symUcap with the electrochemical energy-storage mechanism of a battery. Such systems can have a doubling of energy density over symUcap, while retaining most of the ultracapacitor’s advantages. This is a new technology, being applied to many battery chemistries, most notably being PbA (such as lead–carbon), and li-ion. This technology could form the long-term ideal power and energy-storage solution for LV hybrid vehicle architectures.

Table 10.8 illustrates the relative merits and shortcomings for several energy-storage technologies currently available for consideration with LV hybrid power trains. Li-ion batteries, as seen from the table, demonstrate the most suitable characteristics for HEV applications among the available battery technologies. They have very-high-energy density and sufficiently high-power density.

Figures 10.13 through 10.15 demonstrate the power, current, and voltage profiles of a Li-ion battery system in a 48-V power train under a typical drive cycle. Lithium iron phosphate (LFP) with a carbonaceous anode technology is assumed for the simulation. As seen from the graph, the peak power of the ESS is only utilized during a start event, an event that occurs intermittently while the

---

**TABLE 10.8**

**Comparison between Battery Technologies for Automotive Applications**

<table>
<thead>
<tr>
<th>Name</th>
<th>Lead–Acid</th>
<th>Lead–Carbon</th>
<th>Nickel–Metal Hydride</th>
<th>Nickel–Zinc</th>
<th>Lithium–Ion</th>
<th>Ultracapacitor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AGM</td>
<td>Pb–C</td>
<td>NiMH</td>
<td>NiZn</td>
<td>Li-ion</td>
<td>Ucap</td>
</tr>
<tr>
<td>Maturity</td>
<td>Mature (multiple OEMs)</td>
<td>Advanced development (under study by OEMs)</td>
<td>Mature (HEV)</td>
<td>Advanced development</td>
<td>Mature (HEV+)</td>
<td>Advanced development</td>
</tr>
<tr>
<td>Power density (kW/l, kW/kg)</td>
<td>++</td>
<td>++</td>
<td>0</td>
<td>++</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Energy Density (Wh/l, Wh/kg)</td>
<td>--</td>
<td>--</td>
<td>0</td>
<td>+</td>
<td>++</td>
<td>--</td>
</tr>
<tr>
<td>Durability/Life (MWh, years)</td>
<td>--</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Temperature sensitivity</td>
<td>++</td>
<td>+</td>
<td>0</td>
<td>0</td>
<td>--</td>
<td>+</td>
</tr>
<tr>
<td>Cost ($/kW)</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>--</td>
</tr>
<tr>
<td>Cost ($/Wh)</td>
<td>++</td>
<td>+</td>
<td>--</td>
<td>0</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>
average power is less than half of its peak value. Therefore, it is important to select a cell technology that has high-power density.

Figure 10.16 demonstrates the energy supplied by the battery while the SOC is maintained above 75%. This is an evidence that the ESS of a 48-V BSG system is not required to provide significant amounts of energy over an average drive cycle. The limited SOC discharge and average power demands reinforce the need for power-dense, energy, and size-optimized system.
Longer-term ESS will strive to replace the current 12-V starter onboard existing power trains, and expand the support for vehicle electrification. The former goal requires a significant improvement in battery low-temperature performance. The latter will drive batteries capable of higher sustained currents and wider usable SOC ranges. This objective allows vehicles to utilize expanded heating and air conditioning with the engine off, autonomous driving functions, and high-speed coasting capability. The United States Advanced Battery Consortium (USABC) has developed and published a set of objectives for such a battery [9], shown in Table 10.9.

### 10.5.2 Motor

The primary function of the motor of the BSG system is the capability to provide a smooth and seamless auto-start with a fast response. The requirement for maximum torque and motor speed at maximum torque is dependent on the torque required at the crank shaft to start the engine and the pulley ratio of the FEAD system.

For a start function, the torque and speed of the motor are defined in Equations 10.3 and 10.4, respectively.

\[
\text{Torque}_{\text{Motor}} = \frac{\text{Torque}_{\text{Crank shaft}}}{\text{Pulley ratio}} \tag{10.3}
\]

\[
\text{Speed}_{\text{Motor}} = \text{Speed}_{\text{Engine}} \times \text{Pulley ratio} \tag{10.4}
\]

The torque slew rate of the motor is based on the starting response time specified by the vehicle. It is important to note that while an electric motor can go from zero to max torque comparatively faster, the slew rate will be limited by the supporting components of the FEAD system.

Most start–stop/BSG systems enable auto-starts only above 0°C ambient temperatures. A key reason for this is the limited power discharge capability of ESS at cold temperatures. Suppliers and original equipment managers (OEMs) are looking for cost-effective approaches to expand the start capability to the full temperature range of the vehicle, that is, −40°C to 125°C ambient temperature range. This will allow for additional fuel economy improvement. It will also allow for package and cost optimization by removing the need for a conventional starter. The torque needed for cold cranking varies anywhere between 1.5 and 1.8 times the torque required for auto-start under nominal temperatures [10]. The motor, along with the start feature, is also expected to perform the
function of an alternator by generating power required for auxiliary loads, support regenerative breaking, and provide sufficient peak power to assist the vehicle propulsion during high torque demands such as acceleration. Low torque ripple, high efficiency, reduced noise, and wide speed range are desirable characteristics for the BSG motor.

In addition to meeting the power and torque requirements, volume efficiency is a design requirement for a BSG motor. The total efficiency of the electrical system including motor, inverter, and battery should be >75% during the stop/start mode, 85% during assist/boost function, and higher than 90% during generation. In most cases, the motor needs to fit within the footprint of the alternator. The machine also needs to be lightweight since it is directly mounted to the engine block.

As explained in the operational principle of a BSG system, the speed of the motor is directly linked to the engine speed through the pulley ratio of the system. The electric machine must therefore be capable of operating up to the corresponding engine speed at fuel cutoff. Most engines have fuel cutoff in or around 6000–7000 rpm and have pulley ratios proposed between 2 and 3. This implies that the typical BSG motors must be capable of 16,000 rpm. A 20% margin is incorporated for overshoots, that a motor speed of around 20,000 rpm is required for the BSG application. Speed feedbacks of most motors in electrified applications are based off resolver technology. However, with BSG systems, lower cost encoders, hall effect sensors and in some instances advanced sensor less strategies are being evaluated.

### TABLE 10.9
**USABC Requirements of ESS for 48-V HEVs at EOL**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Units</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak pulse discharge power (10 s)</td>
<td>kW</td>
<td>9</td>
</tr>
<tr>
<td>Peak pulse discharge power (1 s)</td>
<td>kW</td>
<td>11</td>
</tr>
<tr>
<td>Peak region pulse power (5 s)</td>
<td>kW</td>
<td>11</td>
</tr>
<tr>
<td>Available energy for cycling</td>
<td>Wh</td>
<td>105</td>
</tr>
<tr>
<td>Minimum round-trip energy efficiency</td>
<td>%</td>
<td>95</td>
</tr>
<tr>
<td>Cold cranking power at −30°C (three 4.5-s pulses, 10-s rests between pulses at min SOC)</td>
<td>kW</td>
<td>6 kW for 0.5 s followed by 4 kW for 4 s</td>
</tr>
<tr>
<td>Accessory load (2.5-min duration)</td>
<td>kW</td>
<td>5</td>
</tr>
<tr>
<td>CS 48-V HEV cycle life</td>
<td>Cycles/MWh</td>
<td>75,000/21</td>
</tr>
<tr>
<td>Calendar life, 30°C</td>
<td>Year</td>
<td>15</td>
</tr>
<tr>
<td>Maximum system weight</td>
<td>kg</td>
<td>≤8</td>
</tr>
<tr>
<td>Maximum system volume</td>
<td>Liter</td>
<td>≤8</td>
</tr>
<tr>
<td>Maximum operating voltage</td>
<td>Vdc</td>
<td>52</td>
</tr>
<tr>
<td>Minimum operating voltage</td>
<td>Vdc</td>
<td>38</td>
</tr>
<tr>
<td>Minimum voltage during cold crank</td>
<td>Vdc</td>
<td>26</td>
</tr>
<tr>
<td>Maximum self-discharge</td>
<td>Wh/day</td>
<td>1</td>
</tr>
<tr>
<td>Unassisted operating temp range (power available to allow 5-s charge and 1-s discharge pulse) at min. and max. operating SOC and voltage 30°–52°C</td>
<td>kW</td>
<td>11</td>
</tr>
<tr>
<td>0°C</td>
<td>kW</td>
<td>5.5</td>
</tr>
<tr>
<td>−10°C</td>
<td>kW</td>
<td>3.3</td>
</tr>
<tr>
<td>−20°C</td>
<td>kW</td>
<td>1.7</td>
</tr>
<tr>
<td>−30°C</td>
<td>kW</td>
<td>1.1</td>
</tr>
<tr>
<td>Survival temperature range</td>
<td>°C</td>
<td>−46 to +66</td>
</tr>
<tr>
<td>Max system production price at 250 k units/year</td>
<td>$</td>
<td>$275</td>
</tr>
</tbody>
</table>

a Total usable energy will include cycling energy and accessory load energy. The usable energy will be 313 Wh.

b Each individual cycle profile includes six (6) start–stop events, for a total of 450-k events over the duration of the test.
There are a number of motor technologies that are suited to vehicle electrification, each with their own set of advantages and challenges. Design considerations for each of these motor and its performance analysis under varying drive conditions have been presented in detail in the previous chapter. In this section, the evaluation of electric motors is focused on identifying the best motor technology for BSG applications.

There are a number of factors that qualify a motor to be suitable for BSG design. Motor selection requires a compromise between cost, performance, efficiency, packaging, maturity, and simplicity in design. A comparative assessment of various motor technologies based on these criteria is presented in Table 10.10.

It can be seen that claw pole machine represents the best trade-off for BSG application. It offers compact size and good efficiency with proven high-volume manufacturing record. Most leading automotive alternator suppliers such as Valeo, Mitsubishi Electric, and Denso among a multitude of others develop millions of claw pole machines annually making them a mature, cost-effective, and reliable solution. The power factor can be adjusted close to 1 through rotor excitation that cannot be achieved in other motors. The power factor is particularly low in the case of the PM machine for smaller loads. Claw pole machine exhibits reduced losses for both within the machine and in the inverter at low loads. The starting current profile is acceptable and the machine demonstrates good torque versus current profiles if high-excitation currents are used.

Modified conventional starters are being considered for BSG applications as they come with lower investment and risk. These machines are modified by strengthening brushes and slip-ring system, an optional addition of permanent magnets (PMs), modification of electromagnetic and thermal design, and the concept of galvanically separated mass according to 48-V power net requirements. However, one key concern is the life of the rings as a start–stop system will have a much more aggressive duty cycle.

### 10.5.3 Power Inverter Module

The primary function of the power inverter module is to control the electric motor. It is tasked with receiving commands from the vehicle and engine control unit (ECU), assessing the status of system components, and providing the required phase current to provide the requested torque at the shaft.
The inverter is also responsible for ensuring that the BSG system complies with federal torque security requirements.

Another key functional requirement of the power inverter module is to ensure that the voltage at any accessible interface is lower than 60 V. In the event of a PM motor, the back electromotive force (EMF) can be >60 V at higher speeds. Both software and hardware features are specified to protect the consumer in the event.

Figures 10.17 through 10.20 illustrate the engine speed and inverter phase current profiles of a BSG system during (a) start, (b) stop, (c) change of mind, and (d) engine idle scenarios. The phase current profile behavior is a direct representation of the power profile of the inverter. The figures
illustrate the high inverter current during motoring mode of the electric machine for engine start and assist, and during regenerative braking when the inverter transfers generated power from the machine to the battery. The speed of the motor during each of these events will be a multiplication of the engine speed and pulley ratio.

The components in the power inverter module for the 48-V motor and the architecture of the motor controller in a BSG system are shown in Figure 10.21. The power inverter module consists of (1) the power module and driver circuit, (2) a DC link capacitor, (3) filter, (4) controller and LV components, (5) sensors, (6) interphases, and (7) thermal components. Figure 10.21 provides a block diagram schematic of the component, including key subcomponents and both internal and external interfaces.

**FIGURE 10.19** Engine speed and inverter phase current profile during a change-of-mind event.

**FIGURE 10.20** Engine speed and inverter phase current profile during an engine idle event.
FIGURE 10.21 Power electronic architecture and control unit of the BSG system.
There are two leading switching technologies used in electrification systems, for example, insulated gate bipolar transistor (IGBT) and metal–oxide–semiconductor field-effect transistor (MOSFET). IGBTs are commonly used in power inverter modules found in electrified vehicles. A key reason is that PHEVs, HEVs, and EVs generally operate at voltages in the range of ~300–400 V. IGBTs are best suited at this voltage range and also provide a cost-effective, thermally feasible solution.

IGBTs are used in high-power applications >5 kW that require low-duty cycle, low frequency under 20 kHz, and expect small variations in load. IGBTs can operate at a high junction temperature >100°C.

MOSFETS, on the other hand, are best suited for low-power, LV designs under 250 V that operate at high switching frequency with long-duty cycles and expect large variation in load. At low voltages, to meet the power demands of the BSG motor, the switching devices need to have high current ratings. However, current-handling capability of MOSFETs is comparatively lower than in an IGBT that results in multiple Die solutions. The MOSFET is a voltage-controlled device with a positive temperature coefficient, stopping thermal runaway. The on-state resistance has no theoretical limit; hence, the on-state losses can be far lower. The MOSFET also has a body-drain diode, which is particularly useful in dealing with limited free-wheeling currents. Much like the electric motor, volume efficiency is an important factor in the design of the inverter.

The DC link capacitor is a critical component of the power inverter module. It is used to decouple the effects of the inductance from the 48-V ESS and wiring to the power stage. It provides a low-impedance path for the ripple currents. It also plays a role in reducing the leakage inductance. There are two key capacitor technologies that are currently used in electrification systems, electrolytic capacitors, and film capacitors.

Electrolytic capacitors are commonly used in the automotive world with all leading suppliers having a large range of automotive-rated components to choose from. They are cost-effective and robust but also have high equivalent series resistance (ESR), low ripple current capability, low ambient temperature limits, and limited lifetime.

BSG systems are required to perform at ~40°C ambient temperatures and also at 125°C in the event the component is mounted underhood. The low ESR and cold temperatures and the high thermal dissipation and thermally robust film capacitors are therefore ideal candidates for such a system.

The HV switching in the power modules of the inverter and the DC/DC converter create voltage ripples on the DC bus that degrade the battery life and performance. To minimize these voltage ripples, a DC link capacitor is connected at the DC bus. The capacitance value is selected high enough to ensure the voltage ripples are limited within the allowable limits. However, the capacitor size must also be kept small to meet the power-density requirements and allow a compact packaging.

Additionally, the stray inductance in the inverter connections coupled with the high-frequency current in the switching devices generates high-frequency conducted noise at the input side. For the vehicle subsystems to pass the mandatory electromagnetic compatibility (EMC) tests, electromagnetic interference (EMI) filters are required to ensure that the EMC noise remains below the allowable emission limits.

The power inverter module in a 48-V application is generally mounted underhood. The proximity to the motor maximizes efficiency and reduces integration cost due to the short three-phase cable and allows for faster control. However, the component will now need to withstand environment conditions including vibration, in multiple gravitational accelerations depending on mounting location and ambient temperatures that are significantly more aggressive than power electronic components are generally exposed to. The ambient temperatures are on average above 100°C due to the engine that serves as a heat source and during operation in aggressive conditions such as Death Valley or hot locations such as Vegas, the underhood ambient temperatures can peak close to 125°C.

Some of the key steps that can be taken to minimize the temperature include adding heat shields, optimizing subcomponent placement, and mounting the inverter on the input side of the exhaust if possible. While these steps will reduce the temperature around the component, an effective coolant system is critical to ensure proper vehicle performance and component robustness.
There are two key approaches to cooling the inverter, air cooled and liquid cooled. The common approach in present-day electrified vehicles is liquid cooled using a unique coolant loop. This allows the system to operate at lower temperatures in the range of 60°–75°C. This enables the designer to use lower-rated subcomponents, minimize losses, and allow for aggressive duty cycles. However, in the BSG systems, this will result in additional components. Therefore, the BSG system architecture is forced to look at more aggressive, cost-efficient cooling methods. Two alternative options are air cooling and liquid cooling using engine coolant. The mounting location of the inverter is exponentially more important in an air-cooled system. It needs to be mounted in an area where airflow is available and more importantly, the air temperature is relatively lower. This is usually true on the input side of the exhaust. Engineers must also design the inverter so as to have the subcomponents more sensitive to high temperature further away from heat sources and closer to the housing that will serve as a coolant plate. Improved air cooling can also be achieved through integrated fans. The key heat sources in the inverter are the power semiconductor devices, drivers, capacitor, and windings. It is important to design the cooling system, either air or liquid to optimize the heat transfer from these components to the coolant.

An integrated design where the inverter is mounted onto the electric motor can offer several advantages. An integrated motor/inverter unit gives a compact design that can be easily used across all platforms with minimal integration complexity and helps avoid any conflict during packaging and handling. It reduces the volume under the hood, resulting in an improved overall power density of the system. The integrated design costs less than the sum of the cost of individual components, thus offering a cost-effective solution. It eliminates the expense of brackets required for mechanical integration and HV wiring that forms a sizeable portion of the system cost, typically $100 per phase. In the integrated motor/inverter for the BSG, these wiring costs can be eliminated and efficiency can be improved by avoiding losses due to parasitics in the wiring. Moreover, close proximity of the controller, power modules, and the motor to each other and consequent mitigation of wiring stray inductance reduces EMI noise. An integrated solution also allows for the system to be classified as an LV system as the three-phase connection where one can see above 30-V AC is mechanically isolated. The inverter can either be radially or axially connected to the motor. The challenge with the integrated structure is the printed circuit board (PCB) design and mounting that becomes complex due to higher susceptibility of the inverter to vibrations and exposure to high temperature.

10.5.4 DC/DC Converter

The function of the DC/DC converter is to convert the 48-V level into 12 V to power the auxiliary loads and charge the conventional 12-V battery. In some applications, it is required to perform bidirectional operation and it must always offer high efficiency as it directly impacts the fuel economy of a vehicle. The converter design requires a precharge circuit for the DC link capacitor and it is desirable to develop a converter design that is scalable to different output power levels. The main components of the converter include the PCB with power modules, and another with the control circuitry. The converter also has a vehicle communication interface. The thermal management of the converter is either based on air or liquid cooling depending on the requirements, design specifications, and mounting location.

The main functions implemented in the DC/DC converter include over-voltage and over-current protection, voltage and current measurement at 12- and 48-V level, temperature management (multiple sensors), reverse battery protection at 12-V level, precharge function of 48-V DC link capacitor, controller area network communication, commonly referred to as CAN, and diagnostic and error management. Table 10.11 presents the high-level specifications for a typical DC/DC converter for a BSG-integrated vehicle system.

Thus, the operation of a DC/DC converter in a 48-V system is similar to that of an HV electrification system. From a design perspective, the difference is limited to the power stage where LV subcomponents and MOSFETs are utilized.
TABLE 10.11
High-Level Specifications for DC/DC Converter

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input voltage range</td>
<td>36–54 V</td>
</tr>
<tr>
<td>Controllable output range</td>
<td>11–15 V</td>
</tr>
<tr>
<td>Output power at 12.5–14 V</td>
<td>1.4–2.2 kW (parallel power output)</td>
</tr>
<tr>
<td>Output current</td>
<td>120–175 A</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Dependent on current</td>
</tr>
<tr>
<td>Dimensions</td>
<td>Program specific</td>
</tr>
<tr>
<td>Weight/volume</td>
<td>&lt;3.0 kg/&lt;3 L</td>
</tr>
<tr>
<td>Diagnostics</td>
<td>Yes</td>
</tr>
</tbody>
</table>

10.5.5 Front-End Accessory Drive

FEAD, such as the one shown in Figure 10.22, is integral in the implementation of a BSG system. Its primary function is to transfer energy from the motor to the engine crank shaft; however, it also supports loads that are not directly related to the functions of a BSG system such as the AC compressor and power steering. The FEAD constitutes the mechanical connection between the engine and the starter/generator via a belt that passes over tension and idler pulleys. To ensure the necessary tension on the belt to transmit the required torque, the belt is passed through a tensioning unit also called the tensioner. This section will discuss these components that are directly related to the BSG functionality, namely the pulley, tensioner, and belt.

10.5.5.1 Pulley

Calculating the pulley ratio is a balance of multiple requirements and finding the optimized value. The larger the pulley ratio, the smaller the required output torque of the motor needs to be. However, a larger pulley ratio results in increasing the base speed requirement of the electric machine. The motor pulley is directly coupled to the shaft of the motor, the pulley dimension is driven by the
pulley ratio of the system, the available surface area, and the bearing loads. The \textit{crank shaft pulley} as discussed in the previous sections of the chapter, the torque required at the crank shaft varies by engine technology and power. Owing to packaging requirements, the max dimension of the pulley will vary. An idler pulley is used in an FEAD system to regulate how the belt runs between the other pulleys by maximizing energy transfer.

10.5.5.2 Tensioner
The primary goal of a tensioner is to provide sufficient tension on the belt of the FEAD system when torque from the motor is required and prevents the pulley from becoming loose. The oscillation of the tensioner around the motor axis reduces speed irregularities at the motor and its rotational movement alternates the slack side and tight side. There are multiple tensioner solutions including single arm, dual, and e-tensioners.

10.5.5.3 Belt
Belt is the most commonly used component for power transmission that typically demonstrates efficiency around 97%. In BSG drive systems, the belt has to sustain higher load than a conventional vehicle. Multirib belt for applications with belt-driven start–stop function is suitable for boost and recuperation function. The belt needs to be designed such that it can handle the high torque for engine stop/start and the transmission to high-power loads. Belt drive systems in advanced designs for conventional vehicles can withstand up to 250,000 engine starts, each requiring a torque of 100 Nm [11]. The belt drive in a BSG system is required to exhibit comparable life span. The surface of the belt needs to be tough and resistant to wear, offering a high lifetime. Moreover, it should be capable of operation without degradation in a temperature range from \(-40^\circ\text{C}\) to \(+140^\circ\text{C}\).

With the replacement of the conventional alternator with a BSG system, the width of the belt and the pulleys needs to redesigned to improve the mechanical load-handling capability. As opposed to the starter/alternator system that only provides positive torque, the tensioner in the BSG-integrated FEAD also has to be redesigned to ensure sufficient tension for bidirectional flow of power and thus cater for regenerative torque.

10.5.6 \textbf{ENGINE CONTROL UNIT}
The control unit for the engine requires several modifications to adapt to the BSG system. It needs to be integrated with the hybrid supervisory controller and requires brake control software for regenerative braking. It is also linked to the cabin HVAC software and the customer displays and gauges. The ECU also has additional connection to the vehicle wiring, power distribution, and CAN communication.

10.6 \textbf{BENCHMARKING}
LV mild hybrids have been under investigation for nearly two decades. In the early 2000s, a consortium of automakers and component suppliers investigated 42-V nominal voltage architecture in light-duty vehicles. Although a number of vehicles were developed by various auto manufacturers, only a few among them reached production. The most successful attempt in the first generation of LV hybrids was made by General Motors and their Belt Alternator Starter (BAS) system. This was employed into several vehicles between 2006 and 2009.

10.6.1 \textbf{GENERAL MOTORS}
General Motors developed several 36-V BAS systems including the Saturn Aura, Saturn Vue, and Chevy Malibu. The system employed a motor–generator unit, which also acted as the engine starter. The nominal system voltage was 36 V, and was therefore lower than the original 42-V target. The vehicles demonstrated an estimated improvement of 5+ mpg in the city and highway fuel economy.
and a 20% improvement in the EPA-combined cycles. The BSG system consists of a 36-V NiMH battery pack with 10-kW charge and discharge power mounted behind the rear passenger seat, a PM electric motor with 60+Nm peak torque, and 3-kW continuous generator capability packaged underhood. The liquid-cooled power electronics components are also mounted underhood in close proximity to the motor.

10.6.2 PSA Peugeot Citroën

PSA Peugeot Citröen is currently developing a 48-V mild hybrid solution compatible with both gasoline and diesel fuel engines to be launched in vehicles by 2017. This hybrid design developed in collaboration with suppliers such as Valeo, Bosch, and Continental is expected to reduce CO₂ emissions by 15 g/km and improve fuel economy by 10%–15% over conventional vehicles. A 10-kW electric motor and a 48-V Li-ion battery pack is integrated with the power-train. This allows for boost/assist functionality and electric drive capability under 20 mph. The power-train architecture is compatible with both manual and automatic gearboxes of B, C, and D segment vehicles, thus providing a low-cost, fuel-efficient alternative to a wide customer base [12].

The air-cooled 48-V battery is packaged in the trunk of the vehicle with the electric motor and power inverter module underhood. The DC/DC converter is packaged in the trunk alongside the battery. Therefore, you now have both a 48-V and 12-V cables running the length of the vehicle. While this could lead to some additional losses, it eases packaging concerns of the component.

10.6.3 The 48-V LC Super Hybrid

The Advanced Lead-Acid Battery Consortium (ALABC) and Controlled Power Technologies (CPT) have unveiled a 48-V LC Super Hybrid [13]. The hybrid power train is mounted to a 1.4-L Volkswagen Passat with a target of 120 g/km CO₂ emissions while achieving 0–100 km/h acceleration within 9 s.

The power train designed by AVL features 1 kWh lead–carbon batteries with a battery management system developed by a UK-based company Provector. The BSG has a drive belt tensioner system by Mubea and a switched reluctance motor/generator developed by CPT. Valeo has acquired this motor/generator technology for mass production.

This mild hybrid technology provides assist/boost during auto-start and acceleration, captures a significant share of regenerative energy, optimizes fuel consumption during idling, and cruising modes with the help of electric assist. The 48-V system aims to improve the fuel economy by 4%–8% over the 12-V LC Super Hybrid, which already achieves 42 mpg and carbon emissions of 130 g/km. The 12-V Super Hybrid has already been tested thoroughly and the performance data for the 48-V system are under evaluation. These vehicles are expected to be on road by 2015.

10.6.4 The Green Hybrid

BYD Auto Co. Ltd. has introduced its Green Hybrid initiative that targets improvement in vehicle fuel economy >20% by 2014 [14]. As part of this venture, BYD has become the first OEM to implement high-efficiency 48-V power trains that feature regenerative braking, auto-stop/start system, low rolling resistance, and improved aerodynamics all of which contribute toward achieving a fuel economy improvement of up to 20%.

The vehicle design integrates an LV, high torque, and double-winding motor onto the power train that provides battery-powered assist/boost during acceleration. The electric power converted from regenerative braking is stored in the iron–phosphate batteries developed by BYD. This new battery technology has been developed by BYD and guarantees battery lifetime comparable to the expected life of the vehicle. This power-train design has demonstrated an improvement of 7 mpg in fuel economy.
Continental has developed its new 48-V Eco Drive system that offers fuel economy improvement by 13% and will be available in the market by 2016 [15]. The system architecture consists of the belt system, an electric motor and inverter integrated into a single housing, a bidirectional DC/DC converter, and a Li-ion battery, all of which can be incorporated into any vehicle conveniently without having to redesign the engine or transmission configuration. The motor/generator is an induction machine that offers 14-kW peak and 4.2-kW continuous powers, can be directly mounted onto the transmission and allows flexibility in designing the motor based on available space and power requirements. The 3-kW DC/DC converter is passively air cooled and has a range of 6–16 V buck and 24–54 V boost output. The dimensions of the 460-Wh Li-ion battery are quite comparable with the conventional 12-V PbA batteries. The electric motor/generator of the 48-V vehicle provides fast auto-start even during cold cranking. Regenerative braking, electric boost capability, and auto-stop/start feature during constant speed cruising and coasting provide considerable fuel savings at low cost with the flexibility of installation in a wide range of vehicle segments.

Valeo has launched a low-cost hybrid system intended for mass production. It consists of a compact 48-V BSG that utilizes a 15-kW motor/generator. The system can be integrated to any conventional gasoline or diesel-fueled engine at low cost. This LV hybrid design features regenerative braking, idle stop/start, and boost/assist functions. When installed in Peugeot 207 1.6 L THP, the electric functions of the BSG system allow a reduction in CO_2 emissions by 15%. Volume production of vehicles integrated with this technology is expected in 2017.

Like other major electric drive component suppliers, Bosch too has stop/start systems in its electrification road map, both in 12- and 48-V architectures. The 48-V systems referred to as the boost recuperation system (BRS) offers regenerative braking and electric assist features in addition to stop/start capability, giving a 9% improvement in fuel economy on a FTP75 drive cycle [16]. This is achieved with the support of a 10-kW electric motor/generator [17]. However, the size of the Li-ion battery is kept small and can be fully recharged within five braking events.

An advanced 48-V power train is being developed for volume manufacture and assembly as a joint initiative undertaken by the Newcastle University and Infineon Technologies in collaboration with Libralato Ltd., Tata Steel, and UK Advanced Manufacturing Supply Chain Initiative (AMSCI) Proving Factory. The 48-V Town and Country Hybrid Power Train (TC48) project aims at designing a low-cost 48-V system by integrating a 5-kWh Li-ion battery pack and a novel 33-kW SRM technology that does not require rare-earth metals with a 50-kW gasoline engine. The rotary engine offers the fuel efficiency of a diesel-fueled engine but carries double the power-to-weight ratio. The entire power train and vehicle is controlled with two ECUs and the hybrid components fit within the standard engine ways, resulting in a compact design. With a larger battery capacity and electric motor with higher power rating, this design delivers a more extended range for all-electric driving and higher electric power assist compared to other BSG systems.

This initiative aims at tackling cost, range, recharging infrastructure, and performance challenges in the market acceptance of hybrid vehicles. The target of the project is to electrify a compact car such that it is capable of 15-miles all-electric range and emits 52 g/km CO_2 only for a marginal cost of $2769 that can break even through fuel savings in 2 years [18].
With the ever-increasing demand for reduction in carbon emissions and the market constraints on manufacturing cost and customer affordability, BSG systems provide a highly suitable solution. The simplicity of the system design and LV operation range makes it cost-effective and easy to integrate with most class segments of cars manufactured by many of the auto makers, making them highly attractive and available to a broad base of consumers. At the same time, the stop/start feature augmented with regenerative braking, power assist capability, and limited electric-only drive in BSG systems provides a considerable improvement in fuel economy. This is why most of the prominent auto manufacturers and suppliers are developing BSG systems for their upcoming vehicles that will be available in the market in the near future.

QUESTIONS

10.1 Identify the fuel economy requirement for 2025 and the impact of this improvement on the daily oil consumption in the United States.

10.2 Per the UN/ECE 100, what is the definition of LV system?

10.3 If you were tasked with improving the fuel economy of a small vehicle by ~5%, identify the electrification topology.

10.4 Provide three reasons for selecting an LV versus an HV electrification system.

10.5 List the four most important functional objectives of a BSG system and identify how they drive BSG requirements.

10.6 List four vehicle enablers for an auto-stop.

10.7 Describe the advantages of a 48-V EPS system.

10.8 List the key subcomponents of a 48-V electrification system.

10.9 What is the specific disadvantage to operating a battery only at a high SOC, and how does a 48-V hybrid system utilize lower SOC batteries?

10.10 Using the requirements listed in Table 10.9, determine the apparent 1-s DC resistance required by the battery, to meet the discharge performance requirements, at room temperature.

10.11 Determine the room-temperature specific energy (Wh/kg) and specific power (kW/kg) for the USABC 48-V HEV battery, based on peak power requirements, and assume the battery usable energy is 50% of the total battery energy.

10.12 An engine requires 150 Nm at 750 rpm at the crank shaft. If the pulley ratio of the FEAD system is 2.5, what are the torque and speed requirements of the motor?
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11.1 INTRODUCTION

This chapter provides a comprehensive review on hybrid powertrains and their characteristics. The chapter begins with the history of hybrid powertrains and describes the state-of-the-art technologies in this field. Fundamental components, subsystems, and their limitations are discussed in the second section of this chapter. Regenerative braking concept, blended regenerative braking, and its essential requirements are described in the third section. Finally, very detailed hybrid powertrain control concepts are addressed at the end of this chapter.
11.2 INTRODUCTION TO HYBRID ELECTRIC VEHICLES AND HYBRID ELECTRIC POWERTRAINS

Since Prius, the very first mass-production hybrid electric vehicle (HEV), went on sale in Japan in December 1997, HEVs have been under extensive development by many automakers for better fuel efficiency, emissions reduction, and performance improvement in global markets. Though HEV is still in its early adoption phase, and is heavily concentrated in the United States and Japan, Toyota has clearly led the competition so far and has reached very impressive milestones in HEV sales. In 2012, Toyota sold 1.2 million hybrid vehicles globally. As of March 31, 2013, cumulative global sales of its hybrid vehicles topped the 5 million unit mark (Tokyo, April 17 [Reuters]). There has been a strong trend of HEV proliferation, in both hybrid technologies and across vehicle segments. In 2013, 43 hybrid models (2013MY) were offered in the US market by 13 automakers; the models include plug-in hybrids, full hybrids, and mild hybrids with front wheel drive (FWD), rear wheel drive (RWD), and four wheel drive (4WD) configurations, as shown in Table 11.1.

However, the very concept of HEV can be traced back more than a century ago. In 1900, Ferdinand Porsche developed the first gasoline–electric hybrid automobile called Mixte, a series hybrid 4WD vehicle (from Wikipedia, the free encyclopedia). The emergence of HEV in the late 1990s was motivated by the pursuit of cleaner and more efficient vehicles, and was enabled by the advancement in component technologies such as NiMH batteries and compact and efficient electric machines, and advancement in system controls that delivered good drive quality, reliability, and fuel efficiency much desired by customers. Currently, the majority of HEVs employ two distinctive hybrid electric powertrain configurations, that is, power-split hybrid and parallel hybrid. The details of hybrid powertrain configurations will be discussed in later sections; it is suffice to know that a power-split hybrid has a unique electrically variable transmission (EVT) that couples an internal combustion engine (ICE) engine and two electric machines through a planetary gear set, as if the mechanical power from the ICE is split into two paths: one is a direct mechanical path to the output and the other path involves mechanical–electric–mechanical energy conversions through two electric machines before reaching the output. For this reason, the power-split hybrid is also called a series–parallel hybrid. Prius is a power-split hybrid with balanced city and highway fuel efficiency. A parallel hybrid is conceptually simpler and involves only one electric machine installed in a conventional transmission such that the engine torque and the motor torque are additive (or in parallel). Typically, a disconnect clutch is needed to disconnect the engine from the transmission if engine-off is desired. VW Jetta HEV and Hyundai Sonata HEV are examples of parallel hybrids; they usually have good highway fuel efficiencies.

Fuel economy of a passenger vehicle, either in miles per gallon or in liters per 100 km, is derived from the total consumption of a standard fuel over a standard drive cycle on a chassis dynamometer under specified test conditions, known as fuel economy certification tests. In the United States, Urban Dynamometer Driving Schedules (UDDS or FTP74), shown in Figure 11.1a, is used for the city fuel economy test, and EPA highway cycle, shown in Figure 11.1b, is used for highway fuel economy test. For the European fuel economy certification test, New European Driving Cycle (NEDC), shown in Figure 11.1c, is used to measure both city and highway fuel economy. Figure 11.1d shows the Japanese drive test cycle JC08 that will be the new standard for Japan effective from 2015. Fuel economy labels for a typical midsize sedan is about 20 mpg for city and 30 mpg for highway. A typical metric for vehicle performance is the time needed for accelerating a vehicle from still to 60 mph or 100 kph, known as 0–60 time. While 10-s 0–60 time is quite common for many vehicles in the US market, a typical sporty car can achieve 5–8 s, and many performance cars can achieve below 5 s. There is a strong correlation between fuel economy and performance; averagely, the higher the performance, the poorer the fuel economy.

HEVs have achieved significant improvement in fuel economy over conventional vehicles powered by internal combustion engines alone for the same performance; the magnitude of
<table>
<thead>
<tr>
<th>MY</th>
<th>OEM</th>
<th>Division</th>
<th>Vehicle</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>Audi</td>
<td>AUDI</td>
<td>Q5 Hybrid</td>
</tr>
<tr>
<td>2013</td>
<td>BMW</td>
<td>BMW</td>
<td>ActiveHybrid 3</td>
</tr>
<tr>
<td>2013</td>
<td>BMW</td>
<td>BMW</td>
<td>ActiveHybrid 5</td>
</tr>
<tr>
<td>2013</td>
<td>BMW</td>
<td>BMW</td>
<td>ActiveHybrid 7L</td>
</tr>
<tr>
<td>2013</td>
<td>Ford Motor Company</td>
<td>Ford</td>
<td>FUSION HYBRID FWD</td>
</tr>
<tr>
<td>2013</td>
<td>Ford Motor Company</td>
<td>Ford</td>
<td>C-MAX Hybrid FWD</td>
</tr>
<tr>
<td>2013</td>
<td>Ford Motor Company</td>
<td>Ford</td>
<td>C-MAX PHEV FWD</td>
</tr>
<tr>
<td>2013</td>
<td>Ford Motor Company</td>
<td>Lincoln</td>
<td>MKZ HYBRID FWD</td>
</tr>
<tr>
<td>2013</td>
<td>Ford Motor Company</td>
<td>Ford</td>
<td>FUSION PHEV FWD</td>
</tr>
<tr>
<td>2013</td>
<td>General Motors</td>
<td>Buick</td>
<td>LACROSSE</td>
</tr>
<tr>
<td>2013</td>
<td>General Motors</td>
<td>Buick</td>
<td>REGAL</td>
</tr>
<tr>
<td>2013</td>
<td>General Motors</td>
<td>Chevrolet</td>
<td>C15 SILVERADO 2WD HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>General Motors</td>
<td>Chevrolet</td>
<td>TAHOE 2WD HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>General Motors</td>
<td>Chevrolet</td>
<td>MALIBU</td>
</tr>
<tr>
<td>2013</td>
<td>General Motors</td>
<td>GMC</td>
<td>K1500 YUKON 4WD HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>General Motors</td>
<td>CADILLAC</td>
<td>ESCALADE 4WD HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>General Motors</td>
<td>CHEVROLET</td>
<td>VOLT</td>
</tr>
<tr>
<td>2013</td>
<td>Honda</td>
<td>ACURA</td>
<td>ILX HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>Honda</td>
<td>Honda</td>
<td>CR-Z</td>
</tr>
<tr>
<td>2013</td>
<td>Honda</td>
<td>Honda</td>
<td>CIVIC HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>Honda</td>
<td>Honda</td>
<td>INSIGHT</td>
</tr>
<tr>
<td>2013</td>
<td>Hyundai</td>
<td>HYUNDAI MOTOR COMPANY</td>
<td>SONATA HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>Kia</td>
<td>KIA MOTORS CORPORATION</td>
<td>OPTIMA HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>Mercedes-Benz</td>
<td>Mercedes-Benz</td>
<td>E 400 Hybrid</td>
</tr>
<tr>
<td>2013</td>
<td>Mercedes-Benz</td>
<td>Mercedes-Benz</td>
<td>S400 HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>Nissan</td>
<td>INFINITI</td>
<td>INFINITI M35H</td>
</tr>
<tr>
<td>2013</td>
<td>Porsche</td>
<td>Porsche</td>
<td>Panamera S Hybrid</td>
</tr>
<tr>
<td>2013</td>
<td>Porsche</td>
<td>Porsche</td>
<td>Cayenne S Hybrid</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>LEXUS</td>
<td>ES 300 h</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>LEXUS</td>
<td>GS 450 h</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>LEXUS</td>
<td>LS 600 h L</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>LEXUS</td>
<td>RX 450 h</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>LEXUS</td>
<td>CT 200 h</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>TOYOTA</td>
<td>PRIUS</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>TOYOTA</td>
<td>PRIUS Plug-in Hybrid</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>TOYOTA</td>
<td>HIGHLANDER HYBRID 4WD</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>TOYOTA</td>
<td>PRIUS c</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>TOYOTA</td>
<td>AVALON HYBRID</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>TOYOTA</td>
<td>CAMRY HYBRID LE</td>
</tr>
<tr>
<td>2013</td>
<td>Toyota</td>
<td>TOYOTA</td>
<td>PRIUS v</td>
</tr>
<tr>
<td>2013</td>
<td>Volkswagen</td>
<td>Volkswagen</td>
<td>Touareg Hybrid</td>
</tr>
<tr>
<td>2013</td>
<td>Volkswagen</td>
<td>Volkswagen</td>
<td>Jetta Hybrid</td>
</tr>
<tr>
<td>2013</td>
<td>Fisker</td>
<td>Fisker Automotive, Inc</td>
<td>Fisker Karma</td>
</tr>
</tbody>
</table>
the improvements depends on hybrid electric powertrain capability and efficiency, and driving cycles. For example, on the one hand, a strong hybrid such as Prius can almost double the city fuel economy (51 mph) and achieve a modest improvement in highway fuel economy (48 mpg). On the other hand, a mild HEV achieves less fuel economy improvement due to the limited capability in energy recuperation through regenerative braking and due to the limited electric drive capability (refer to the case study in Chapter 13). For some luxury HEV models such as Lexus 600 h and Infiniti 35H, both the performance and the fuel economy are improved significantly. Hybrid electric powertrain is a game-changer technology that enables a new level of performance–fuel economy trade-offs, beyond what a conventional powertrain is capable of. In a conventional vehicle, the more powerful the engine, the less efficient the engine in low-power regions and the higher the fuel consumption in idle, and therefore the lower the fuel economy. Hybrid electric powertrains do not have the same trade-offs, as the designed-in electric capability of the HEV powertrains contributes to both performance by means of electric boost and fuel economy by means of regenerative braking, engine shut-off, and more efficient engine operations. As shown in Table 11.2, EPA fuel economy labels of a few outstanding C/D segment HEVs are truly impressive; these vehicles are not only fuel-efficient but also excellent in comfort and drivability. It is very important for HEVs that regenerative braking and blending, and engine start–stop transitions are smooth and transparent to drivers.

HEVs in the market are generally cleaner in terms of pollutant emissions such as NMHC, NOx, CO, and particulate matters. Some of the HEV models have achieved super low emission standards (SULEV or Bin3), by means of much better cold-phase emission controls and more stable and optimal engine operations. Specifically, a hybrid electric powertrain can help catalyze light-off process and engine fuel controls, and can afford more stable engine operations.
In general, HEVs are more expensive than comparable conventional vehicles. High-voltage battery pack and battery management system, electric machines and power electronics, ancillary power module (replacing alternator functions), electric compressor, high voltage (HV) cables, regenerative braking system, and electric vacuum boost are adding cost and weight to HEV. However, fuel saving achieved in vehicle life is indeed significant; a recent Ford Fusion HEV claims 2-year payback that is very attractive to consumers. As the costs of the key components are improving, more HEV penetrations are expected.

Lying at the heart of HEVs are hybrid powertrains and energy storage systems. Before more detailed discussions on the topic, it is appropriate to define the boundary of hybrid electric powertrain within the context of automobiles. A conventional powertrain includes a gasoline or diesel engine (with accessories and a control system), a transmission (with clutches, hydraulics, and a controller), and a drivetrain (final drive, 2WD, 4WD). The primary function of the powertrain is to produce propulsive torque at driving wheels to meet driver’s demand and vehicle system demands, by means of regulating engine crank torque and transmission gear selection. Clearly, the ICE is the energy converter to produce mechanical work output by converting fuel chemical energy and the fuel tank is the energy storage. Hybrid electric powertrain can be defined in the same way, spanning from energy sources to mechanical work at the driving wheels, as shown in Figure 11.2. However, hybrid electric powertrain differs from a conventional powertrain in the following aspects:

1. Hybrid electric powertrain interfaces two energy storages, and electric–mechanical energy conversion is bidirectional.

<table>
<thead>
<tr>
<th>HEV Models</th>
<th>EPA City Fuel Economy (mpg)</th>
<th>EPA Highway Fuel Economy (mpg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013 Prius C</td>
<td>53</td>
<td>46</td>
</tr>
<tr>
<td>2013 Prius C</td>
<td>51</td>
<td>48</td>
</tr>
<tr>
<td>2013 Prius V</td>
<td>44</td>
<td>40</td>
</tr>
<tr>
<td>2013 Lexus CT 200 h</td>
<td>43</td>
<td>40</td>
</tr>
<tr>
<td>2013 Ford Fusion HEV</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>2013 Honda Civic HEV</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>2013 VW Jetta HEV</td>
<td>42</td>
<td>48</td>
</tr>
</tbody>
</table>

FIGURE 11.2 Boundary of hybrid powertrain.
2. HV battery is mainly a power source.
3. Significant negative torque can be produced by electric machines (generators) at the driving wheels to decelerate the vehicle; energy recuperation relies on mechanical to electric conversion during regenerative braking.
4. The ICE can be in the off state and on–off transitions are automatic.

These four characteristics are true for all hybrid electric powertrain, regardless of specific powertrain configurations. At the vehicle level, there are four main contributors to HEV fuel economy as follows:

1. *Mechanical to electric energy conversion* when the driver desires to slow down the vehicle by braking. This is achieved by regenerative braking; a coordinated operation of the hybrid powertrain and the brake system that attempts to use less friction brake in general. The hybrid powertrain does the energy recuperation and the brake system applies the friction brake only as needed.
2. *Automatically shutting off the engine* to reduce engine energy loss. There is a significant energy loss associated with engine rotation and pumping, as reflected in engine idle fuel consumption. Shutting off engine eliminated this energy loss. Owing to the same reasons, the engine at very light loads is less efficient; if the hybrid powertrain can use its electric path to provide the propulsion, whole system efficiency is improved.
3. *Operating the engine more efficiently.* This is a hybrid powertrain control function as it can displace engine operating points by controlling engine speed, or engine load, or both. Atkinson cycle technology, as seen in many hybrid vehicles, is also a big contributor to engine efficiency improvement in HEV as it achieves brake-specific fuel consumption (BSFC) of 220 g/kWh.
4. *Reducing vehicle accessory load and road load.* Most of the hybrid vehicles in the markets have reduced the road load by using active grill shutter, more aerodynamic designs, and low rolling friction tires, and using lightweight materials. Active accessory load management also plays a part in reducing overall vehicle power consumptions.

As explained above, points 2 and 3 are hybrid powertrain functions while point 1 is mainly a powertrain function but coordinated by the regenerative braking system. Point 4 is mainly managed at the vehicle level. Before we discuss how a hybrid powertrain of a specific configuration realizes the first three functions, let me introduce three typical hybrid powertrain configurations; they are series hybrid, parallel hybrid, and power-split hybrid.

### 11.2.1 SERIES HYBRID

In a series hybrid, the propulsion is provided by a traction motor or motors; ICE and generator are decoupled from the drivetrain, as shown in Figure 11.3.

![Series hybrid configuration](image-url)
11.2.2 Parallel Hybrid

In a parallel hybrid, both the electric motor and ICE can contribute to the propulsion directly. If the clutch is engaged, the engine torque and the motor torque are additive; in other words, they are paralleled, as shown in Figure 11.4.

11.2.3 Power-Split Hybrid

In a power-split hybrid, an engine and two electric machines are connected to a planetary gear set (PGS) through the carrier, the sun gear, and the ring gear. In Prius and Ford Fusion Hybrid, ICE is connected to the carrier as the input to the transaxle, traction motor (also known as motor B) is connected to the ring gear as the output of the transaxle, and the generator (known as motor A) is connected to the sun gear. There are fundamental properties associated with the power-split device:

1. It is an electrically continuous variable transmission (EVT) that allows the engine speed to be independent of the output speed, which is proportional to the vehicle speed.
2. The transaxle output torque is produced by the motor B torque and a fraction of the engine torque.

Recall that in a series hybrid, the engine torque does not contribute to the output torque, and that in a parallel hybrid, all engine torque is transmitted to the output. Now, it should be clear that power-split hybrid is something between series hybrid and parallel hybrid, controlled by that “fraction” determined by gear ratios as shown in Figure 11.5. It can be designed to achieve a better compromise for city and highway driving cycles than a series hybrid or a parallel hybrid.
Now, we discuss how these three basic hybrid configurations realize three main powertrain functions, including regenerative braking, engine start–stop, and engine operating point’s optimization. To be brief and right to the points, pros and cons are organized in a tabular form in Table 11.3; detailed control functions are left out.

### 11.2.3.1 Case Study

Comparisons between a series hybrid, a parallel hybrid, and a power-split hybrid are carried out by using powertrain simulations software Autonomie, see Appendix. All the powertrains are assigned with the same vehicle masses, aerodynamic parameters, tire parameters, and the same road grades, as shown in Table 11.4. All the vehicles operate over one UDDS driving cycle and one HWFET driving cycle to simulate city driving and highway driving, respectively.

Different control strategies are applied to the three types of hybrids. In the series hybrid, load following control strategy is applied since the motor provides all the power and torque demanded from the road. Engine provides the power and runs the generator to regulate the battery state-of-charge (SOC) at a certain constant level. In the parallel hybrid, rule-based control strategy is applied to regulate the motor turn-on and turn-off time power assistance and regenerative braking. In the power-split hybrid, lower fuel consumption control strategy combined with performance propelling control is applied to achieve the best engine operating regions. For all three types of

### TABLE 11.3

<table>
<thead>
<tr>
<th>Series Hybrid</th>
<th>Parallel Hybrid</th>
<th>Power-Split Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy recovery by regenerative braking</td>
<td>Accomplished by the traction motor</td>
<td>Accomplished by the electric motor</td>
</tr>
<tr>
<td></td>
<td>Sufficient regen capability</td>
<td>Limited regen capability because of motor and battery capability</td>
</tr>
<tr>
<td>Engine start–stop</td>
<td>Can shut off ICE at any vehicle speed and load</td>
<td>Usually requires a disconnect clutch</td>
</tr>
<tr>
<td></td>
<td>Controlled by the generator</td>
<td>Can shut off ICE at any vehicle speed and load</td>
</tr>
<tr>
<td></td>
<td>Decoupled start–stop controls with high quality</td>
<td>Without a starter motor, engine start is challenged and may impact drivability</td>
</tr>
<tr>
<td>Engine operating point optimization</td>
<td>Can optimize in both speed and torque</td>
<td>Can optimize in torque (load leveling)</td>
</tr>
<tr>
<td></td>
<td>Can optimize with ICE technology and generator technology</td>
<td>Complicated with gear selection and shift controls</td>
</tr>
<tr>
<td>Overall strength and weakness</td>
<td>Good for very transient drive cycle Compromised efficiency in highway cruise or steady state because of double energy conversion (mechanical–electric–mechanical) Higher requirement on the traction motor Higher requirement on battery power</td>
<td>Good for highway and steady state economy Compromised fuel economy in transient driving cycles Lower requirement on the traction motor Lower requirement on battery power More cost-effective</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trade-off between efficiency and drivability</td>
</tr>
</tbody>
</table>
the configurations, regenerative braking is only allowed below the chassis deceleration speed of \(2 \text{ m/s}^2\), above which only conventional friction braking is used.

Table 11.5 summarizes the fuel economy and engine efficiency comparison results based on the above-described control strategies and the two driving cycles. It should be noted that different control strategies and different driving cycles will result in different fuel consumption results. For a given vehicle and an engine, the fuel consumption results depend on component characteristics such as gear ratios and electric machine loss maps, and the control strategies. Thus, these comparison simulations are intended to elaborate the potential trade-off between electric losses and engine efficiencies for three basic hybrid electric configurations. Gear ratios, subsystem loss maps, engine efficiency maps, and control strategies could be quite different from the ones in real production HEVs.

Figure 11.6 shows the comparison results of the power demanded and the power compositions in each hybrid configuration under UDDS driving cycle from time 0 to 500 s. In a series hybrid, the motor provides all the traction power demanded from the powertrain while the engine charges the battery to power the motor. The engine is regulated to operate at higher efficiency points to improve the fuel economy. In a parallel hybrid, both the engine and the motor provide the traction power;

### Table 11.4
Simulation Input Parameters Comparison

<table>
<thead>
<tr>
<th>Components</th>
<th>Series Hybrid</th>
<th>Parallel Hybrid</th>
<th>Split Full Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chassis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mass (kg)</td>
<td>1850</td>
<td>1850</td>
<td>1850</td>
</tr>
<tr>
<td>Front weight ratio</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>Center of gravity height (m)</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Wheel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radius (m)</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Rolling resistance coefficient</td>
<td>0.008</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>Engine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base model</td>
<td>1.5 L 57 kW 04Prius</td>
<td>1.5 L 57 kW 04Prius</td>
<td>1.5 L 57 kW 04Prius</td>
</tr>
<tr>
<td>Scaled maximum power (kW)</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Electric machine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Base model</td>
<td>25/50 04Prius</td>
<td>25/50 04Prius</td>
<td>15/30 04Prius</td>
</tr>
<tr>
<td>Scaled maximum power (kW)</td>
<td>120</td>
<td>25</td>
<td>51</td>
</tr>
<tr>
<td>Gearbox</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>Fixed gear</td>
<td>Automatic</td>
<td>Planetary</td>
</tr>
<tr>
<td>Gear ratio</td>
<td>1</td>
<td>3.45, 1.94, 1.29, 0.97, 0.75</td>
<td>2.6</td>
</tr>
<tr>
<td>Final drive</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final drive ratio</td>
<td>4.438</td>
<td>3.63</td>
<td>3.93</td>
</tr>
<tr>
<td>Mechanical accessory</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power (W)</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Electrical accessory</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power (W)</td>
<td>217</td>
<td>217</td>
<td>217</td>
</tr>
</tbody>
</table>

### Table 11.5
Simulation Result Comparisons

<table>
<thead>
<tr>
<th>Performance</th>
<th>UDDS</th>
<th>HWFET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Series Hybrid</td>
<td>Parallel Hybrid</td>
</tr>
<tr>
<td>Distance (mile)</td>
<td>7.42</td>
<td>7.44</td>
</tr>
<tr>
<td>Fuel consumption rate (g/s)</td>
<td>0.37</td>
<td>0.40</td>
</tr>
<tr>
<td>Motor/inverter loss (Wh)</td>
<td>810.4</td>
<td>103.5</td>
</tr>
<tr>
<td>Engine average efficiency (%)</td>
<td>33.56</td>
<td>26.25</td>
</tr>
<tr>
<td></td>
<td>Series Hybrid</td>
<td>Parallel Hybrid</td>
</tr>
<tr>
<td></td>
<td>10.25</td>
<td>10.25</td>
</tr>
<tr>
<td></td>
<td>0.98</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>837.15</td>
<td>34.5</td>
</tr>
<tr>
<td></td>
<td>35.27</td>
<td>27.46</td>
</tr>
</tbody>
</table>
however, the engine does not operate in the fuel optimal region since it cannot be decoupled from the final drive, as shown in Figure 11.7b. In a power-split hybrid, the traction power comes from the engine and both the motors. Both the motors can either serve as motor or generator, and the engine is regulated at its fuel optimal operating regions and thus the fuel efficiency is improved. In addition, engines in all these three types of hybrids can be shut off during idling or braking.

Figure 11.7 compares the engine operation points under UDDS driving cycle for the series, parallel, and power-split hybrid. It can be observed that the engine operates in high-efficiency regions for both the series and power-split hybrid, while the parallel hybrid cannot offer this benefit since the engine is always coupled with the output shaft.

Figure 11.8 shows the comparison results of the power demanded and the power compositions in each hybrid configuration under HWFET driving cycle. The motor in the series hybrid still provides all the traction power needed at the driving wheels and retrieves regenerative braking energy. In the parallel hybrid, the engine provides the majority of traction power while the motor assists the power performance occasionally and retrieves the regenerative braking energy. In the power-split hybrid, the engine is still regulated by the two motors, with one mainly serving as a motor and the other serving as a generator. The power-split hybrid has slightly lower fuel efficiency on highways due to higher losses on the electric energy path. Shown in Figure 11.8, when the vehicle decelerates at 280 s and 730 s, the engine shuts down and the regenerative braking comes into play.

### 11.2.3.2 Constant-Speed Cruise Simulation

Table 11.6 summarizes the fuel economy and engine efficiency comparison results for constant-speed cruise simulation for the three types of hybrid configurations. The vehicle speed starts from 0 to 20 m/s and reaches 28.89 m/s (45 miles/h and 65 miles/h) within the first 150 s and then keeps...
FIGURE 11.7 Engine operation points under UDDS driving cycle comparisons. (a) Series hybrid, (b) parallel hybrid, (c) power split hybrid.

FIGURE 11.8 Power comparisons under HWFET driving cycle. (a) Demanded power, (b) series hybrid, (c) parallel hybrid, (d) power-split hybrid.
TABLE 11.6
Steady-State Simulation Result Comparisons

<table>
<thead>
<tr>
<th>Performance</th>
<th>Series Hybrid</th>
<th>Parallel Hybrid</th>
<th>Power-Split Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle speed (miles/h)</td>
<td>45</td>
<td>65</td>
<td>45</td>
</tr>
<tr>
<td>Engine speed (RPM)</td>
<td>1092</td>
<td>1750</td>
<td>2233</td>
</tr>
<tr>
<td>Engine torque (Nm)</td>
<td>96</td>
<td>123</td>
<td>33.5</td>
</tr>
<tr>
<td>Engine power (kW)</td>
<td>11.0</td>
<td>22.5</td>
<td>7.8</td>
</tr>
<tr>
<td>Engine average efficiency (%)</td>
<td>34.26</td>
<td>35.9</td>
<td>24.04</td>
</tr>
<tr>
<td>Fuel consumption rate (g/s)</td>
<td>0.71</td>
<td>1.39</td>
<td>0.74</td>
</tr>
<tr>
<td>Electric machine speed (RPM)</td>
<td>4502</td>
<td>6503</td>
<td>2233</td>
</tr>
<tr>
<td>Electric machine torque (Nm)</td>
<td>16</td>
<td>25</td>
<td>-1</td>
</tr>
<tr>
<td>Electric machine power (kW)</td>
<td>7.5</td>
<td>17.0</td>
<td>-0.2</td>
</tr>
<tr>
<td>Electric machine power loss (kW)</td>
<td>2.89</td>
<td>4.65</td>
<td>0.04</td>
</tr>
</tbody>
</table>

FIGURE 11.9  Power comparisons under steady state (65 mph). (a) Demand power and speed, (b) series hybrid, (c) parallel hybrid, (d) power split hybrid.
at the speed thereafter. Figure 11.9 shows the comparison results of the power demanded and the power from each component.

It can be observed that in series hybrid, the motor provided all the power required from the road load while the engine operates to charge the battery. In the parallel hybrid, the engine provides all the power at constant cruising speed. In the power-split hybrid, the two electric machines regulate the engine speed and power in its fuel optimum regions by using one serving as a generator and the other serving as a motor. Both high engine efficiency and high vehicle fuel economy were achieved in the power-split hybrid configuration.

Comparing the engine power, the series HEV requires the highest (22.5 kW) due to the power losses incurred in two power conversions; lowest engine power (17.1 kW) is required for the parallel HEV because of much lower power loss; and engine power required for the power-split hybrid is in the middle (20.2 kW). Second, compare the engine efficiency, which depends on engine operating points for a given power output and engine technology. The series HEV and the power-split HEV have a relatively higher engine efficiency compared to the parallel HEV, because in parallel HEV, the engine is always coupled with the transmission output shaft and thus the operating points are not regulated in the fuel optimal regions.

In sum, all three types of HEV configurations have their unique advantages in certain applications. The series hybrids offer the highest engine efficiency due to the exclusively decoupling of engine from the transmission output drive shaft. They also have higher fuel economy on city drives than highways because of more frequent implementation of regenerative braking. However, series HEVs have significant losses in the power conversions from the mechanical power to electric power and back to mechanical power again. The parallel hybrids have relatively smaller electric systems on par with conventional ICEs. The fuel economy is higher on highways because engine operates with a higher efficiency and the electric machine assists with the power performance. The electric machine also functions with certain degrees of regenerative braking to retrieve the kinetic energy back to the battery. However, the fuel economy and the engine efficiency of parallel hybrids on city drives are compensated due to the low efficiency of the engine. The power-split hybrids combine the benefits of both the series hybrids and parallel hybrids to offer a balanced solution. Satisfactory engine operating efficiency and vehicle fuel economy are achieved on both city drives and highway drives. Both engine speed and torque can be decoupled from the transmission output shaft. Less power are lost in the power conversions due to the integration of mechanical power and electric power in power-split devices. However, the power-split hybrids have slightly lower fuel economy on highways than in cities because of less regenerative braking opportunities and more losses in electric machine and inverter at higher speeds.

11.3 INTRODUCTION TO HYBRID POWERTRAIN COMPONENTS

11.3.1 Internal Combustion Engines for HEV

For a typical HEV, the energy capacity of the HV battery pack is very limited, about 1–2 kWh. Only 30% of it is used as an energy buffer, equivalent to a range of two miles in the electric mode. Therefore, over a practical driving distance, the internal combustion engine provides all the mechanical work to be consumed by the vehicle; the average engine efficiency plays a significant role in HEV fuel economy.

For a given ICE, the efficiency is not a constant. It depends on the engine operating point in terms of engine speed and engine torque, and it also depends on engine operating conditions that may affect the engine friction, the spark timing, valve timings, and fuel air ratio. Figure 11.10 shows the general characteristics of engine operations across speed–torque domains. Under nominal conditions, the engine minimum fuel consumption for a brake power output varies with the engine output power, and the engine efficiency peaks in the medium power range; usually, this power level is
higher than what is desired for fuel economy. When the engine output power (brake power) is too low or too high, the efficiency is lower. When an engine idles with zero mechanical power output, the efficiency is zero, the very reason that an HEV will shut off the engine and use electric mode. The essence of this is shown in Figure 11.11.

Vehicle acceleration performance such as 0–60 time is heavily influenced by the peak power of the powertrain. For most of the parallel hybrids and power-split hybrids, engine peak power is still the first design factor for performance. In a midsize hybrid, the peak battery discharge power is
likely in the range of 20–35 kW, while the peak engine power is probably rated at 80–120 kW. For series hybrids, the peak powertrain power can be as high as the sum of peak battery power and the electric power generated by the internal combustion engine.

The ICE peak power, peak efficiency, and the efficiencies in the low-power region are all important for designing an HEV to meet the fuel economy and performance objectives. ICE improvements for HEV applications have been concentrated in these areas. “Atkinsonized” engines have achieved remarkable successes in increasing the peak efficiency (below 220 g/kWh BSFC) and in moving the high-efficiency region toward low-power operations at the expense of peak engine power. These engines have high compression ratios (12–13), late intake valve closing and late exhaust opening, and other features. It is worth noting that engine optimization for HEV applications is a complex systems engineering and the achievements are impressive.

Combustion engines emit hydrocarbons (HC), NOx, carbon monoxide (CO), and particulates out of tailpipes. HC can also be produced from evaporative processes. HEVs must meet tailpipe emission standards and evaporative emission standards. Many recent hybrid vehicles have met California SULEV (super low emission vehicle) standard, shown in Table 11.7. These SULEV HEV are indeed very clean, resulting from precise engine and emission controls by hybrid powertrains. There are a few unique aspects of emission controls in an HEV. In a power-split HEV, because of EVT and available battery power, catalyst light-off process can be much better controlled through spark, air, and fuel controls in the cold phase, where the majority of tailpipe emission is produced because of poor conversion efficiency of the cold catalyst. Second, engine in HEV operates in much less transient than in a conventional vehicle; the combustion is better controlled, with less pollutants present in engine exhaust gases. Since HEV starts and stops the engine quite frequently, there are certain challenges in these transient emission controls; nevertheless, through proper fuel enrichment and closed-loop fuel controls along with spark controls, very satisfactory results have been achieved. Maintaining catalyst substrate temperature and precise oxygen level are also critically important; they are achieved with good designs and controls based on real-time catalyst state estimations.

Engine torque control performance is very important to hybrid powertrain controls as it is a torque-based control. Generally speaking, HEV controls require more stringent engine torque controls than a typical conventional vehicle. Engine torque accuracy can affect battery power control accuracy, which can be crucial under extreme conditions. It can also affect drivability under certain conditions. Engine controls by its own right is a very rich and challenging field, because the success requires coordination of many device controls. A framework for modern engine controls is shown in Figure 11.12.

In summary, engine sizing, design, engine technologies, and engine control must be considered along with hybrid powertrain functions and controls for achieving vehicle-level objectives in fuel economy, emission, performance, and drivability. It is the interactions between the powertrain level and subsystem level that make hybrid powertrains very interesting and yet challenging, particularly in the real world with a wide range of customer preferences and vehicle operating conditions.

| TABLE 11.7 | California LEVII, FTP, PC and LDV $< 8500$ lb, g/mile, 50 K (120 K) |
|-------------|-----------|-----------|-----------|-----------|
| LEV         | NMOG      | CO        | NOX       | PM        | HCHO      |
|             | .075 (0.090) | 3.4 (4.2)  | .05 (.07) | (0.01)    | .015 (.018) |
| ULEV        | .04 (0.055) | 1.7 (2.1)  | .05 (.07) | (0.01)    | .008 (.011) |
| SULEV       | (0.01)    | (1.0)      | (0.02)    | (0.01)    | (0.004)  |
11.3.2 Electric Machines for Hybrid Electric Powertrains

Interior permanent magnet synchronous machines (IPMSM or IPM) are dominant in modern hybrid electric powertrains, because of their high power density and torque density, high efficiency, and superior torque control performance. 2010 Prius transmission houses two IPM machines (mentioned in the previous sections as motor A and B); the designs and the benchmarking performance have been investigated by many researchers. Table 11.8 shows some published specifications and performances.

### Table 11.8

<table>
<thead>
<tr>
<th>2010 Prius Motor Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Motor (B)</strong></td>
</tr>
<tr>
<td>Interior PMSM</td>
</tr>
<tr>
<td>Distributed winding</td>
</tr>
<tr>
<td>60 kW peak at 650 V</td>
</tr>
<tr>
<td>207 Nm peak</td>
</tr>
<tr>
<td>Maximum speed: 13,500 rpm</td>
</tr>
<tr>
<td>Peak efficiency: 96%</td>
</tr>
<tr>
<td>Stator weight: 16 kg</td>
</tr>
<tr>
<td>Rotor weight: 6.7 kg</td>
</tr>
<tr>
<td>High specific power: 2.6 kW/kg</td>
</tr>
<tr>
<td>High specific torque: 9.1 Nm/kg</td>
</tr>
<tr>
<td>Volume: 15 L</td>
</tr>
</tbody>
</table>
Electric machines play two critical roles in a hybrid electric powertrain and controls: electric mechanical energy conversion and system controls. Typical hybrid powertrain controls are torque based; the intended propulsion torque and desired battery power are achieved through desired motor torque command and engine torque command to be realized by motor torque controls and engine torque controls. Here electric motors and the engine are used as torque actuators to control engine speed, HV battery power and voltage limit control, regenerative braking process, and engine start-stop controls. Some of the high bandwidth control functions such as active driveline damping controls rely on fast responses of motor torque controls, therefore motor torque control performances are very important. Optimal hybrid powertrain operations, and thus the efficiency, are heavily influenced by the efficiencies of electric machines in the hybrid electric powertrain.

There are five aspects of electric motor operations that require more considerations for hybrid powertrains. They are discussed briefly as follows:

1. **Wide speed range.** In a power-split hybrid powertrain and series hybrid powertrain, the speed of the traction motor (Motor B) is proportional to the vehicle speed. The maximum motor B speed of 2010 Prius is 13,500 rpm, and the corresponding vehicle speed is about 110 mph. Torque control performance near zero speed largely determines vehicle hill-hold performance and drive quality when the vehicle creeps. Motor torque smoothness and proper thermal derating performance are particularly important. On the other hand, motor torque control performance and motor efficiency near maximum speed affect vehicle’s high-speed drive quality and acceleration performance, and thus deserve more attention than typical industrial applications where motor speed range may be much narrower.

2. **Wide torque range.** Motor torque demands by the hybrid powertrain operations are quite dynamic and both motoring and regenerating performance (and efficiency) are important for powertrain controls and HEV drive quality and efficiency. During aggressive accelerations such as 0–60 mph acceleration, the traction motor likely operates near the maximum torque envelope for 10 s or so; stable motor controls and high motor efficiency must be maintained. During aggressive deceleration, the traction motor instead operates near the minimum torque envelope; therefore, the regenerating performance (and efficiency) directly impacts HEV regenerative braking performance and efficiency. In most HEVs, engine start–stop transitions are very transparent and seamless to drivers, and are achieved by precise controls relying on motor controls. Motor A (or the generator) provides initial positive torque with position dependence to spin up the engine smoothly and provide negative torque when the engine achieves stable operations. This transition is usually completed within 500 ms, and the motor A torque control plays a major role in the process.

3. **Dynamic DC bus voltage.** As HV battery power varies dynamically to meet the vehicle operations, the battery voltage changes dynamically, primarily due to the battery internal resistance that may depend on cell temperatures and cell SOC. As the internal resistance increases significantly at low temperature and at very low or very high SOC, much larger bus voltage variation can be expected. This imposes certain challenges in motor controls and powertrain controls, because motor maximum power, efficiency, and even motor control methods may depend on the DC bus voltage. In some of the popular HEVs such as Prius and Ford Fusion, the DC bus voltage is actively controlled at the output of a boost converter to improve powertrain performance and efficiency. In 2010 Prius, the DC bus voltage is boosted from 200 V (HV battery voltage) to as high as 650 V during heavy acceleration and deceleration, and engine starts, as shown in Figure 11.13. Ford Fusion HEV boosts the DC voltage to 400 V during accelerations.

4. **Precise motor torque controls.** Performances and efficiencies of hybrid electric powertrains depend on the accuracy and bandwidth of motor torque controls. Let us first examine how motor torque accuracy will impact battery power controls. In a power-split hybrid
powertrain, both the motor power and the generator power contribute to the HV battery power that must be controlled, as described by Equation 11.1:

$$P_{\text{batt}} = \omega_A \cdot T_A + \omega_B \cdot T_B + P_{\text{lossA}} (\omega_A, T_A, V) + P_{\text{lossB}} (\omega_B, T_B, V)$$ (11.1)

If we wish to control $P_{\text{batt}}$ within 5 kW in transients of 500 ms, when both $\omega_A$ and $\omega_B$ are at about 5000 rpm, then the transient torque errors of motor A and motor B should be within 5 Nm.

A rule of thumb is that the motor torque error should be less than 5% or 5 Nm. Dynamic responses in terms of rise time, settling time, and overshoot are equally important because motor torques are the controls for many system-level functions such as engine start–stop controls, engine speed controls, driveline damping controls, and battery power and voltage controls. As two motors are subjected to a wide range of operating conditions, satisfactory motor torque controls require more and more sophisticated controls and extensive calibrations, very challenging in their own rights.

It is often uncounted in real applications that noise, vibration, and harshness (NVH) issues under certain operating conditions require specific treatments in motor controls to address phase current waveforms, torque ripples, and even pulse width modulation (PWM) techniques. Smooth and humming-free powertrain operations are highly desired. Safety requirement of hybrid powertrains also impose requirements on motor torque monitoring and diagnostics, generally known as motor torque security and functional safety practices.

5. **Real-time motor information for hybrid controls.** Hybrid electric powertrain controls need real-time motor information such as speed, torque, DC voltage, maximum and minimum torque envelopes, temperatures, and mode indicators; correct information per specifications is essential for the powertrain controller to make correct decisions about the operations and even shutdowns for safety reasons. System power-up and power-down sequence typically requires particular information and execution orders from all critical components.
including motors. Quality hybrid powertrains are possible only through proper system
design and precise information exchange in real time; correct information of electric motor
states and capabilities are essential.

11.3.3 2010 TOYOTA PRIUS TRANSAXE

2010 Prius transaxle has a very compact design. It includes two electric machines (the generator is
also known as motor A and MG1; the traction motor is also known as motor B or MG2): the first
being the PGS for power-split and the second being the PGS for connecting the traction motor to
the ring of the first PGS, a torsional damper, oil pump, and final drive gear set, as shown in Figure
11.14a [5]. Speed and static torque relationships for this transaxle are given as follows:

\[
\omega_e = 0.2778\omega_A + 0.7222\omega_r,
\]

\[
\omega_B = 2.636\omega_r,
\]

\[
T_r = 0.7222T_e + 2.636T_B
\]

\[
T_A = -0.2778T_e
\]

\[
\omega_r = 3.267\omega_{fd}
\]

\[
T_{fd} = 3.267T_r
\]

It is evident that 72% of engine torque contributes to the output torque at the ring. It is also interesting to work out the mechanical powers of motor A and B as follows:

\[ P_A = -P_e + 0.7222\omega, T_e \] (11.8)

\[ P_B = P_e - 0.7222\omega, T_e \] (11.9)

Or they can be rearranged to reveal the power-split, the mechanical path, and the electric path involved in this particular hybrid transmission.

\[ P_e = -P_A + 0.7222\omega, T_e \] (11.10)

\[ P_e = P_B + 0.7222\omega, T_e \] (11.11)

It is clear that the engine power is split into two parts, motor A power and the power term 0.7222 \( \omega, T_e \) that is the direct mechanical power transferred from the engine to the output (mechanical path). At the output (the ring), this mechanical power and motor B power are combined to form the output mechanical power. The electric path includes generator–battery–motor, and it plays a dominant role when vehicle power demand is high (either positive or negative). On the one hand, for steady-state driving at highway speeds, the mechanical path dominates; therefore, it is fairly efficient for highway fuel economy. On the other hand, for transient driving at low speeds such as city driving, the electric path dominates, and its efficiency becomes important. Prius Transaxle design has achieved a good trade-off between city cycle fuel economy and highway cycle fuel economy.

Cooling and lubrication are extremely important to this compact transaxle; they are thoroughly designed to minimize the churning losses and yet provide sufficient cooling and lubrication to all parts, including motors, gears, and bearings. Oil feed and return for cooling and lubrication are facilitated by various orifices and passages. In the hybrid mode, a mechanical pump driven by the engine supplies the oil for lubing and cooling. In the EV mode, the final drive moves the oil from the sump into an oil catch tank; cooling and lubing are facilitated through a different set of orifices and passages, as illustrated in Figure 11.15 [5]. It is worth mentioning that the engine coolant can be used to warm the cold transmission oil quickly for reducing the viscous loss of the oil, and thus improving fuel economy.

![FIGURE 11.15](https://techinfo.toyota.com/t3Portal/document/ncf/NM14C0U/xhtml/RM0000042WY003 (accessed: 17 February 2010).)
11.3.4 **Summary of Hybrid Electric Powertrains**

We have briefly discussed hybrid powertrain configurations and key components. It is important to recognize that the hybrid electric powertrain is just one of the automotive powertrain technologies that span over multiple energy sources and energy carriers and the degree of electrifications, as shown in Figure 11.16. Although hybrid electric powertrains focus on improving powertrain efficiency, the underlying technologies are relevant to many other powertrains, and advancement in hybrid powertrains, in system controls and component technologies, will benefit the development of more electrified powertrains.

As the fuel economy benefits continue to be the primary driver for HEVs, it is proper to dedicate efforts to discuss the physics of HEV fuel efficiency at a system level without having to resort to drive cycle simulations. Figure 11.17 provides a framework for analyzing powertrain efficiencies. The power relationship is given by Equation 11.12:

\[
P_{\text{supply}} - P_{\text{loss}} - P_{\text{acc}} = v(A + Bv + Cv^2) + mv\dot{v}
\]  

where \( A, B, \) and \( C \) are the vehicle road load coefficients that describe static and rolling frictions and aerodynamic drags. \( P_{\text{supply}} \) is the total power supplied by the powertrain, \( P_{\text{acc}} \) is the accessory power needed for vehicle operations and is usually provided by a 12-V system, and \( P_{\text{loss}} \) is the total powertrain and vehicle system losses that include powertrain mechanical losses, electric–mechanical conversion losses, HV battery loss, and brake power loss due to friction brakes. \( v \) and \( \dot{v} \) are the velocity and acceleration/deceleration rate of the vehicle. By integrating the power conservation equation over a driving cycle (with zero initial and terminal vehicle speeds), we obtain the energy conservation Equation 11.13.

\[
E_{\text{supply}} - E_{\text{loss}} - E_{\text{acc}} = \int_0^t v(A + Bv + Cv^2)\,dt
\]  

where \( E \) is the total mechanical energy produced by the engine; it can be linked to fuel consumption through average engine efficiency.

---

**FIGURE 11.16** Automotive powertrains for tomorrow.
Now we can define the powertrain efficiency as

\[
\text{Powertrain efficiency} = \frac{E_{\text{acc}} + \int_0^T v(A + Bv + Cv^2)dt}{E_{\text{supply}}} = \frac{E_{\text{used}}}{E_{\text{supply}}} \quad (11.14)
\]

where \( E_{\text{used}} \) is the total amount of energy consumed in road load and accessory load over a driving cycle. Figures 11.18 and 11.19 show the powertrain efficiency of a few recent HEV models for city cycle and highway cycle, respectively. Power-split HEV powertrain achieves the powertrain efficiency of near 20% for the EPA city cycle. By the same measure, parallel hybrid powertrains
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achieve the efficiency of about 15%, and that for conventional gasoline vehicles hovers around 10%. High
cycle efficiency is interesting; on an average, hybrid powertrain efficiency is 15% higher than that of gasoline
powertrains, but they clearly overlap. Ford Escape HEV stands out with a powertrain efficiency of 31%.

Hybrid powertrain efficiency is reduced for more transient and aggressive driving cycles, as shown in Figure
11.20. Both Prius and Ford Fusion HEV show similar efficiency degradation caused by driving aggressiveness in
terms of the ratio of vehicle kinetic energy over vehicle road load energy demand. Consumer Report City Cycle
(CR city) is the most aggressive test cycle; the powertrain efficiency for CR city is the lowest (about 10%), almost a
half of the EPA city efficiency. The efficiency degradation is mostly due to limited regenerative capability and
more losses are associated with high

FIGURE 11.19  Hybrid powertrain efficiency in EPA highway cycle.

FIGURE 11.20  Hybrid powertrain efficiency degradation.
power during accelerations. It can be expected that a more powerful and efficient electric path in the hybrid powertrain improves the powertrain efficiency for aggressive driving cycles.

It is an interesting exercise to estimate the total powertrain energy loss and the average engine efficiency from measured Camry HEV fuel economy tests. Assume that the total loss is related to the total energy throughput by the following equation:

$$L = (E_p + abs(E_n))(1 - \eta_{mech} + K(1 - \eta_e))$$  \hspace{1cm} (11.15)

where $E_p$ is the supplied energy of the vehicle to overcome the vehicle road load $\left(\int_{t_a}^{t_f} v(A + Bv + Cv^2)dt\right)$ when the vehicle is in acceleration or constant-speed driving mode, that is, $v \geq 0$.

$E_n$ is the supplied energy of the vehicle to overcome the vehicle road load $\left(\int_{t_a}^{t_f} v(A + Bv + Cv^2)dt\right)$ when the vehicle is in deceleration mode, that is, $v < 0$.

$\eta_{mech}$ is the efficiency assigned to the mechanical path and $\eta_e$ is the efficiency assigned to the electric path. $K$ accounts for the fact that the electric path energy throughput is less than the total energy throughput. Now the total mechanical energy provided by the engine is obtained as

$$E_{ice\_mech} = E_{acc} + \int_{t_a}^{t_f} v(A + Bv + Cv^2)dt + L$$  \hspace{1cm} (11.16)

And the total fuel consumption over the cycle is given by $E_{ICE\_mech}/\eta_{ICE}/33,700$ ($E_{ICE\_mech}$ is in Wh and 33,700 is the gasoline energy density in Wh/gallon, and $\eta_{ICE}$ is the average engine efficiency). Figure 11.21 presents 2012 Camry HEV city and highway fuel economy test results as measured unadjusted mpg. “bag3” and “bag4” are the first portion of UDDS, namely, hot 505, and the second portion of UDDS, namely, hot transient that lasts 867 s. 10% SOC difference (final SOC—initial SOC) was observed for bag3, and −10% SOC difference was observed for bag4; their effects on engine mechanical energy output are corrected. It should be kept in mind that this example is only for showing how the loss and engine efficiency may be estimated from measured fuel consumption and known vehicle road load coefficients. The estimated average engine efficiency over the cycle is as low as 30%, and there are significant losses associated with electric path involving mechanical to electric and electric to mechanical conversions. Again, this example is only for illustrating a reasonable approach for estimating the engine efficiency and powertrain losses; a detailed model and simulation should be used to obtain more insights.

Hybrid efficiency may be improved through improving average ICE efficiency and reducing system losses. As shown in the example, the average engine efficiency is still significantly below the engine peak efficiency of 38%, typical for some Atkinson engines used in recent hybrid vehicles. The electric loss has significant impact on the powertrain efficiency. More efficient electric path not only improves the efficiency in EV mode but also pushes the engine operating points closer to the peak efficiency areas. Thus, the benefits from electric improvements are magnified. There are certainly opportunities in system level, that is, powertrain architecture and system optimization, and powertrain operating strategy optimization. In general, hybrid powertrain architecture, component efficiency, and control strategy are highly coupled, with conflicting objectives and trade-offs; the optimization is computational intensive and calibration intensive.

### 11.4 REGENERATIVE BRAKING SYSTEMS

Regenerative braking is one of the key features of the electrified powertrain systems, which enables the vehicle to increase its fuel economy and driving range while reducing the carbon footprint to the
<table>
<thead>
<tr>
<th></th>
<th>Total demand Wh/mile</th>
<th>Pos energy Wh/mile</th>
<th>Neg energy Wh/mile</th>
<th>SOC delta</th>
<th>Propulsion energy flow (Pos + Neg) Wh/mile</th>
<th>mech eff</th>
<th>elec eff</th>
<th>k</th>
<th>Energy output from ICE (Wh/mile)</th>
<th>Eff ICE</th>
<th>Estimated Unadj mpg</th>
<th>Measured Unadj mpg (EPA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>City</td>
<td>111.6</td>
<td>198</td>
<td>98</td>
<td>0</td>
<td>296</td>
<td>0.95</td>
<td>0.8</td>
<td>0.76</td>
<td>171</td>
<td>0.3</td>
<td>59</td>
<td>58.9</td>
</tr>
<tr>
<td>HW</td>
<td>161.7</td>
<td>176.7</td>
<td>22</td>
<td>0</td>
<td>198.7</td>
<td>0.95</td>
<td>0.8</td>
<td>0.76</td>
<td>202</td>
<td>0.34</td>
<td>56.8</td>
<td>56</td>
</tr>
<tr>
<td>bag 3</td>
<td>132.8</td>
<td>211</td>
<td>90</td>
<td>10</td>
<td>301</td>
<td>0.95</td>
<td>0.8</td>
<td>0.76</td>
<td>238</td>
<td>0.32</td>
<td>45.3</td>
<td>45.4</td>
</tr>
<tr>
<td>bag 4</td>
<td>91.8</td>
<td>186</td>
<td>105</td>
<td>−10</td>
<td>291</td>
<td>0.95</td>
<td>0.8</td>
<td>0.76</td>
<td>106</td>
<td>0.3</td>
<td>95.4</td>
<td>96.1</td>
</tr>
</tbody>
</table>

↑ Road resistance accessory  
↑ Vehicle mass cycle aggressiveness  
↑ Electric losses  
↑ Roughly estimated average ICE efficiency

**FIGURE 11.21** 2012 Camry HEV city and highway fuel economy.
Recovery of the stored kinetic energy of the vehicle during braking is the fundamental concept behind regenerative braking. During the braking phase of the vehicle, the electric machine acts as a generator to convert the kinetic energy of the vehicle to electrical energy and store it in the onboard storage device (typically advanced batteries such as NiMH and Li-ion batteries, supercapacitor, and flywheel system), and this energy can be used for the consequent acceleration or driving of the vehicle. Depending on the storage availability and the power/torque-handling capability of the electric machine, the regenerative braking efficiency of the electrified powertrain system would vary. Moreover, some braking power requirements (during a heavy braking event) may not be handled only by the onboard electric propulsion system. Therefore, friction braking system also needs to assist the electric braking system to achieve such braking objective. When an HEV is still or at very low speed (a few mph), friction brakes are much preferred to hold the vehicle and the hybrid powertrain outputs near zero torque. When the brake pedal is released, the powertrain torque will increase to achieve consistent vehicle creeping behaviors. The process of utilizing dual braking system for braking is called brake blending, and precise brake blending is important for braking performance and for fuel economy as well.

A full blended regenerative braking system is used in many strong hybrid vehicles and electric vehicles. It is a fairly sophisticated system that interprets driver’s brake pedal input and achieves vehicle deceleration consistent to the pedal input with safety and efficiency by proper actuations of the friction brake system (foundation brake) and the hybrid powertrain regenerative braking functions. The basic working principle is illustrated in Figures 11.22 and 11.23. The blending factor is defined as the ratio of friction brake torque over the total brake force demanded by the driver; it is a complex function of brake pedal input, vehicle speed, safety events, and mechanization specifics. As shown in the figures, the desired friction brake force is determined from the total brake force demanded by the driver and the blending factor subjected to the powertrain regenerative brake capacity that may vary dynamically, and the regenerative brake torque command to the powertrain is the difference between the total brake torque and the friction brake torque. A typical regenerative braking system can accommodate 0.25–0.3 g deceleration; for brake-by-wire systems, the desired friction brake force can be decoupled from the brake pedal and can be more precisely controlled, therefore more efficient energy recuperation can be expected.

The brake pedal force feedback is important, and is usually realized with a particular force emulator before the pedal travel reaches a limit where a portion of true friction brake force is coupled. Current regenerative braking systems, whether fully blended or more economical overlay regenerative braking, are still challenged to meet the stringent braking performance and yet still offer

![FIGURE 11.22 Working principle of a regenerative braking system.](https://www.electronicbo.com)
high efficiency of kinetic energy recuperation. A few new mechanizations for regenerative braking have been proposed that gear toward providing higher deceleration level (0.4 g) and more favorable blending with by-wire technologies.

11.4.1 Primary Reasons for Dual Braking System in Electrified Vehicles

In theory, all of the kinetic energy stored in the vehicle can be harvested by the help of regenerative braking system. However, in reality, it may not be feasible due to the following reasons.

*Fluctuation in braking power demand and torque/power limitation of the electric propulsion system:* In general, braking events can be categorized into three types: mild, medium, and heavy braking, and their typical velocity–time relationship is depicted in Figure 11.24. During a mild braking event, the braking power requirement of the vehicle will be much lower and this can be supplied by the electric propulsion system alone, that is, pure regenerative braking. Braking power requirement of a medium braking event is much higher than mild braking. Therefore, in medium braking condition, regenerative braking capability of the vehicle is mainly dependent on the percentage share of the electric propulsion system in the powertrain. For example, to accomplish a
medium braking event in a mild HEV, the combination of friction and regenerative braking systems must be used (due to the higher braking power requirement). A typical passenger car may require a few hundred kilowatts of braking power in a heavy braking event and which may not be able to be handled by the electric propulsion system alone (typical power rating of the electric propulsion system in passenger HEV is around 50–60 kW).

Therefore, to handle various braking requirements of the vehicle, the involvement of dual braking system is essential.

**Operational characteristic of the electric machine and its influence:** Torque capability of the electric machine in generating mode is highly dependent on the rotational speed of the machine, and this capability may decrease when the machine runs at low speed. In addition to that, both the electric machine and the inverter have poor efficiency (due to the thermal stress of the power modules) at low-speed braking conditions. Therefore, friction braking systems must be employed at low-speed braking events.

**Limitations of the energy storage system:** The recovered kinetic energy of the vehicle will be transferred to the energy storage device. In some braking occasions, the energy storage system will reach its maximum capacity and it may not accept further charge from the electric machine. In such situations, the involvement of friction braking system is essential to achieve the braking objective. Not only does the energy storage device limit the involvement of regenerative braking system, but the power/torque-handling capability of the electric machine and the power electronic system also act as primary limiting factors. Although it is possible to design an electrified powertrain system to handle all kinds of braking requirements in theory, it cannot be accomplished without the weight, volume, and, most importantly, overall cost increment of the vehicle. Therefore, to achieve adequate regenerative braking performance within the realistic limitations, dual braking system is essential.

**Weight distribution and braking dynamics:** The center of gravity of the vehicle and its location related to the front and rear wheels are very important in braking performance. To understand this, let us walk through the fundamentals behind the braking dynamics of vehicles. Figure 11.25 depicts a two-axle braking dynamics of a vehicle, where

- \( h \) is the height between the center of gravity (CG) and the ground
- \( l \) is the distance between the CG and rear axle
- \( L \) is the distance between the front and rear axle
- \( a \) is the deceleration of the vehicle (m/s\(^2\))
- \( V \) is the velocity of the vehicle
- \( \theta \) is the road inclination angle

![Figure 11.25](https://www.electronicbo.com)

**FIGURE 11.25** Two-axle braking dynamic of the vehicle.
$N_R$ is the normal force acting on the rear wheel
$N_F$ is the normal force acting on the front wheel
$F_R$ is the braking force acting on the rear wheel due to ground friction
$F_F$ is the braking force acting on the front wheel due to ground friction

The applicable braking force on a given terrain in a given wheel is proportional to the normal force acting on that wheel. Therefore, by knowing the normal force, the braking force distribution can be obtained. By taking moment from points A and B, the action of normal forces on the rear and front wheels $N_R$ and $N_F$ can be derived as

$$N_R = \frac{Mg \sin(\theta)h + Mg \cos(\theta)(L - l) - Mah}{L} \quad (11.17)$$

$$N_F = \frac{Mg \cos(\theta)l + Mah - Mg \sin(\theta)h}{L} \quad (11.18)$$

From Equations 11.17 and 11.18, maximum braking forces in the front and rear wheels can be derived as

$$F_R = \mu N_R \quad (11.19)$$

$$F_F = \mu N_F \quad (11.20)$$

Here, $\mu$ is the friction coefficient of the road.

From Equations 11.17 through 11.20, one can clearly understand how the coordinates of the center of gravity and deceleration rate of the vehicle influence the braking force distribution between the front and rear wheels. The variation of normal force distribution with respect to the deceleration rate is known as dynamic force transfer (an interested reader is advised to read Reference 2 for more information about ground vehicle braking dynamics). Now, it is straightforward to understand how a single-axle drive vehicle’s regenerative performance is affected by the dynamic force transfer. Moreover, this information can be effectively utilized to design the electrified drivetrain system in the vehicle to maximize the kinetic energy recovery. It also suggests that the energy recovery efficiency can be significantly improved by integrating electric drive systems in both axles. However, this increases the overall cost of the vehicle.

Apart from the regenerative braking capability, the theory derived in this section provides more insights of the ground vehicles braking dynamics and a valid reason why a dual braking system is essential in electrified vehicles. Also, it suggests where the CG of the vehicle must be placed in order to increase the regenerative braking performance.

**Antilock braking system:** Antilock braking system will be on action on a slippery terrain braking condition. During this occasion, only the friction braking system will be activated with the assistance of antilock braking system. When the antilock braking system is in action, the regenerative braking system will be terminated due to the braking control complexity.

Therefore, the primary reasons for the dual braking systems in HEVs can be summarized as

1. Limited power/torque-handling capability of the electric propulsion system
2. Insufficient torque-generating capability of the electric machine at low speed (due to the low back-EMF)
3. Storage limitations of the energy storage system in the vehicle
4. Dynamic force transfer of the vehicle
5. Involvement of antilock braking system on slippery terrain braking condition
11.4.2 Braking System in Electrified Vehicles

A dual braking system in an electrified vehicle is depicted in Figure 11.26. Here, the drive wheels have the dual braking capability while driven wheels are integrated with the mechanical friction brakes. Friction brakes are operated by the hydraulic system. The braking system of the electrified vehicle is controlled by the braking control system, which prioritizes the braking systems depending on the expected deceleration requirement of the vehicle. The primary objectives of the braking control system are (1) to maximize the involvement of regenerative braking system on any given braking condition and (2) to ensure that the expected braking torque is provided to achieve the expected deceleration requirement in a safe manner. Also, achieving braking feel is one of the key design challenges in braking control system.

Figure 11.27 shows the braking power flow diagram of a FWD vehicle. Here, braking power is shared between the front and rear wheels. Since the front axle is integrated with the regenerative

---

**FIGURE 11.26** Braking system in a typical single-axle drive hybrid electric/electric car.

**FIGURE 11.27** Regenerative braking and friction braking power flow in a front wheel drive hybrid electric/electric car.
braking system, part of the front axle braking is achieved by a regenerative braking system as well as a friction braking system. A friction braking system is employed for rear axle braking.

Figure 11.28 shows the simplified braking force diagram of a wheel. According to Newton’s second law of motion, a constant braking force $F_{BW}$ should act on the wheel (which is equivalent to the force exerted by the wheel on the ground $F_{BG}$) for the vehicle to achieve a constant deceleration rate $a$. To generate a constant braking force, the torque generated by the braking system $T_{BW}$ should be constant and equivalent to $rF_{BG}$. Regardless of this, the torque generated by the electric propulsion system is highly nonlinear and varies with the operating speed of the electric machine. Therefore, to achieve a constant deceleration rate, the dual braking system must be blended together in an optimized way, which maximizes the utilization of electric braking while supplying the excess braking power by the friction braking system.

### 11.4.3 Energy Storage for Regenerative Braking System

Flywheel system and supercapacitor banks are commonly used energy storage devices in regenerative braking systems [3–4]. Owing to the poor power-handling capability, electric battery is not a good candidate for this application. Flywheel system stores the recovered energy of the vehicle in the form of kinetic energy while supercapacitors store it in the form of electric energy. As depicted in Figure 11.29a and b, flywheel system can be used in two different ways for energy storage. Figure 11.29a shows the pure mechanical regenerative braking system. Here, the transmission system connected with the drive axle is directly coupled with the mechanical flywheel. Hence, the speed difference between the flywheel and the drive axle must be managed by the transmission system. Therefore, the transmission system design is one of the primary challenges in this particular design and it is still in the early stage in its development. Owing to the less number of energy conversions in this design, it achieves higher energy recovery efficiency and it is considered as one of the primary advantages of this design.

Figure 11.29b shows another design that includes a flywheel system as the regenerative braking energy storage. Contrary to pure mechanical arrangement, this design uses an electric machine to charge/recharge the flywheel system. The recovered electric power from the electrified propulsion system will be transferred to the electric machine via suitable power regulations during the braking phase of the vehicle. The primary advantage of this design is that it can be easily incorporated in any existing electrified vehicles. However, the higher number of energy conversions in this design reduces its overall efficiency.

A supercapacitor-based regenerative energy storage design is depicted in Figure 11.29c. Here, the electrified flywheel system has been replaced by the supercapacitor bank. This design can also be conveniently integrated in any electrified vehicle. It also suffers from a higher number of energy conversions. In terms of specific power and power density, battery systems are inferior to supercapacitor and flywheel systems, and therefore batteries are not a good candidate for this application. However,
Regenerative braking is one of the essential features of the electrified powertrain system, which enables the vehicle to achieve higher fuel economy and to reduce emission. The power/torque-handling capability of the electric propulsion system and the braking condition of the vehicle are primary factors determining the energy recovery efficiency. Owing to several reasons, dual braking system (regenerative braking and friction braking systems) must be incorporated in electrified vehicles. Some research publications claim that kinetic energy recovery of the electric propulsion system increases the driving range by 25%–30%. Toyota Prius HEV achieves a 20% increase in the driving range with the help of kinetic energy recovery. Apart from energy harnessing, the electric braking system also provides an opportunity to minimize the utilization of the friction braking system and therefore extends its life.

11.5 INTRODUCTION TO HYBRID POWERTRAIN CONTROLS

Hybrid powertrain control is usually a torque-based control; the control objective is to meet driver’s demand as efficiently as possible by coordinating three torque actuators and clutch controls, subject to all system constraints and component constraints considering safety, drivability, emission, and component protection. Figure 11.30 depicts a generic HEV control architecture; the main functions include

1. Drive demand generator. It generates the desired powertrain propulsion torque and response type based on driver’s pedal inputs, mode selection, and the needs from other vehicle systems such as cruise system and vehicle stability control system.
2. Strategic reference generator. It generates strategic control references such as engine on–off command, desired engine speed and operating mode, desired battery power, and propulsion torque target based on efficiency and other considerations.

3. Controls reference generator. It generates control references such as motor torque command, engine torque command, and clutch control command (pressure or torque) that satisfy the strategic control targets and fulfill tactical control needs such as engine start–stop controls. The control references are the control targets to be achieved by subsystem controls such as motor torque controls by a motor controller.

4. Regenerative braking system control. It generates the total brake torque based on the brake pedal input and vehicle conditions and determines the regenerative brake torque command to be executed by the powertrain controls and the friction brake torque command to be executed by the brake system.

Vehicle speed, vehicle operating conditions, and system operating conditions such as motor temperatures are the necessary inputs to the functions mentioned above, and they will be discussed in more detail. In general, the partition between vehicle level and hybrid powertrain controls is not unique; for an example, some hybrid powertrain controls may include driver demand interpretation function mentioned above as function 1, while others may not. Nevertheless, functions 2 and 3 are clearly within hybrid powertrain controls, and therefore they are the focus of the following discussions.

For a given powertrain propulsion torque command (can be positive or negative), there are only two groups of questions to be answered by the hybrid powertrain strategic controls (strategic reference generator) in real time:

1. Which mode is desired, engine-off mode or engine-on mode? And by what criteria?
2. What engine operating points (speed–torque) by which engine operating mode are desired in the engine-on mode?
For a desired strategic solution, the hybrid powertrain tactical controls (controls reference generator) will determine torque commands to achieve the desired strategic solution. In general, a torque command may have three components:

1. A component needed for achieving the powertrain propulsion torque demand
2. A component needed for various control functions such as regulating engine speeds
3. A component that is designed to compensate torque errors from motor torque controls and engine torque controls, or errors in plant models

At this stage, specific hybrid configurations and plant characteristics are involved in the controls. In a P2 parallel configuration (here P2 stands for parallel two-clutch powertrain technology implemented in Hyundai Sonata hybrid vehicles), the engine is coupled to the P2 motor through a disconnect clutch, so engine start controls may involve the clutch fill, slip, and lock during engine start. When the clutch is disengaged, the engine is decoupled from the rest of the drivetrain. In contrast, in a power-split powertrain, the engine speed is always controlled by the system, even in the engine-off mode; the engine speed control is still active. By now you should be quite familiar with power-split hybrid powertrain. We will continue to use the Prius powertrain to explore the basic concepts of hybrid controls. The same concepts should still hold for other hybrid configurations.

### 11.5.1 Engine Off/On Decisions

The starting point is the intended acceleration—vehicle speed envelope for EV mode under nominal conditions, as shown in Figure 11.31. The equivalent wheel torque–wheel speed envelope for the EV mode may be useful for control purposes, and it is shown in Figure 11.32. If the wheel torque demand is within the envelope, the engine-off mode is desired. The envelope in Figure 11.31 is characterized by the maximum EV mode acceleration (say 0.15 g), the maximum power demand (say 10 kW), the minimum acceleration (or maximum deceleration, say −0.25 g), and the minimum power demand (say −25 kW). The nominal conditions mean that battery power capability, SOC considerations, and motor capabilities are not the limiting factors. Figure 11.32 is based on Figure 11.31 and 2010 Prius vehicle mass (1530 kg), road load coefficients (A = 18.5 lbs, B = 0.02235 lbs/mph, C = 0.01811 lbs/mph²), and tire rolling radius of 0.3 m. Readers can easily verify that the envelope is

![FIGURE 11.31](image) Nominal EV mode envelope.
well within motor B capabilities (207 N m, 60 kW, motor B to ground ratio of 8.61) and within HV battery discharge and charge power capabilities. For many midsize hybrids, the EV power threshold is likely between 5 and 15 kW, and it depends on engine efficiency details, motor and inverter efficiencies, and driving cycle considerations.

Now, we can bring more considerations to modify the nominal EV envelope. First, this envelope may contract or expand, depending on the factors deviating from the nominal levels. As the battery discharge power capability is reduced, or SOC is approaching the lower SOC limit, it may be desired to reduce the EV power threshold above which engine-on mode is preferred. Second, certain hysteresis must be introduced to the envelope to prevent excessive engine-off and engine-on mode changes. Stability can also be introduced in time domain, for an example, by a denounce feature. Third, certain considerations can override the mode selections that might be efficiency centric. If the engine or catalyst is cold, it may be desired to complete engine–catalyst warm-up processes before enabling the engine-off mode. If the engine heat is needed for cabin heating, of course, the engine-on mode should be the solution. Fourth, drivability consideration may push for selecting engine-on solution at the power level that is lower than the nominal one. One example of that is the quick accelerator pedal movement toward high demand, where engine-on should be selected immediately. In general, starting engine is much more challenging and more power demanding than shutting off the engine; therefore, it is important to gate the engine-off decision with restart quality considerations.

Now, it is quite clear that engine-off and engine-on mode selection is not just driven by the efficiency considerations, but many factors are involved. Nevertheless, algorithms based on quantitative evaluation and logics can be devised to achieve consistent and near optimal results after significant amount of simulations, calibrations, and tests, as evidenced by many efficient and fun-to-drive hybrid models in the markets.

11.5.2 Engine Operating Points Optimization

This is the second question to be answered by the strategic controller. Under nominal engine operating conditions, the fuel consumption rate as a function of engine speed and engine torque is known, and is designated as $\dot{m}(Ne,Te)$. We have briefly discussed this previously in Section 11.2.1. Now let us try to construct a process for solving it. For a given wheel torque demand $Tw$ and a given wheel speed $Nw$, and a desired battery power $P$ (assuming we know it for now), there will be a pair or
multiple pairs of engine speed and torque \((N_e, T_e)\) that can achieve the desired powertrain output and the desired battery powertrain with minimal fuel consumption rate. Again, we will use the power-split hybrid powertrain to elaborate the optimization process.

The 2D optimization problem can be defined as

\[
\min_{N_e, T_e} \dot{m}(N_e, T_e)
\]  \hspace{1cm} (11.21)

Subjecting to

\[
P = NaTa + \text{LossA}(Na, Ta) + NbTb + \text{LossB}(Na, Ta)
\]

\[
Tw = Tw(Te, Tb)
\]

\[
Na = Na(Ne, Nw)
\]

\[
Ta = -0.2778 \cdot Te
\]

\[
Nb = 8.61 \cdot Nw
\]

\[
Tb = Tb(Te, Tw)
\]

where \(\text{LossA}(Na, Ta)\) is the total loss of motor A loss and inverter A loss associated with the operating point \((Na, Ta)\), and \(\text{LossB}(Nb, Tb)\) is the total loss of motor B loss and inverter B loss associated with the operating point \((Nb, Tb)\). And all speeds and torques are within the known maximum and minimum limits.

This optimization problem can be particularly challenging since the maximum and minimum torque for motors A and B, and the engine is a function of respective speed, and the battery power is related to the operating points of motors A and B in a complex way. Although online implementations are possible, robustness of the optimal solutions must be examined in great detail. Quite often, offline simulations can reveal sufficient insights about the optimal solutions and produce reasonable approximations to be used for simplifying the online optimization problem such that the robustness and the computational efficiency may be improved.

One way for removing the battery power constraint is to minimize a new objective function such as

\[
f(N_e, T_e) = \dot{m}(N_e, T_e) + \lambda P
\]  \hspace{1cm} (11.22)

where \(\lambda\) is a constant to be calibrated through offline simulations and analysis. Based on offline studies and known characteristics of the engine fuel consumption map and the motor loss maps, it is possible to construct an algorithm to select a few relatively concentrated operating points to evaluate \(f(N_e, T_e)\), and then construct a model to predict where \(f(N_e, T_e)\) reaches the minimal.

It is challenging enough to just find the optimal solutions for fuel minimization alone. In real applications, there are other factors to be considered and more trade-offs to be made. Some engine operation specifics must be taken into consideration in determining the desired engine operating points and possible engine operating modes. The specifics may include emission control needs, purge control needs, and engine fast and slow torque response types. Some examples are mentioned as follows:

- Emission control after cold start prefers particular engine speed/torque/air fuel ratio with retarded spark, mostly 1200–1400 rpm
- Purge control prefers higher vacuum (lower torque) and higher speed
- NVH considerations
• Engine fast torque path management via spark and fuel cutoff
• Rate of engine torque/speed changes based on engine control characteristics

A hybrid operating strategy is about best utilizing key components to achieve the system targets in efficiency, emission, drivability, onboard diagnostics (OBD), safety, and component protection. Most of the operating strategies are implemented in the strategic controller (strategic reference generator). The following is a summary of topics and trade-offs that are often addressed in real applications for the purpose of inviting more readings and explorations:

1. When to use EV mode (or engine-off mode)
2. Engine operating modes and operating points in engine-on mode
3. Trade-off regenerative braking efficiency and safety and braking quality
4. Performance mode
5. Trade-off between efficiency and responsiveness
6. Strategy for emission controls and OBD operations
7. Trade-off between efficiency and NVH
8. Component protection strategies
9. System-degraded performance and shutdown strategies
10. Interaction with vehicle systems such as electronic stability program (ESP)
11. Operating strategy for extreme conditions such as ambient temperature and grade
12. Interaction with drivers such as human–machine interface (HMI) and feedback systems

The objective of the tactical controller (controls reference generator) is to generate the motor torque commands and the engine torque command that together will achieve the desired strategic solutions and the system control targets through some specific control functions. The functions may include

1. Engine start–stop control
2. Engine speed control
3. Clutch control and shift execution
4. Battery power control
5. Regenerative braking control
6. Driveline damping control
7. Battery SOC control
8. HV contact control
9. Thermal system control
10. Transmission pump control
11. Accessory power control

It is not this chapter’s intention to discuss these control functions in great detail. Readers are strongly encouraged to build up more understanding about these functions. Instead, engine start control and regenerative braking control are chosen for more elaborations because of their apparent importance and technical challenges.

11.5.3 ENGINE START CONTROL

The objective of the engine start control is to complete the transition as quickly as possible without creating noticeable disturbances to the driver and to the driveline. This transition usually includes four phases, that is, engine break-away, engine spinning up, engine firing, and engine stabilization in speed and torque. The transition controls are accomplished by the coordinated actions of motor A,
motor B, and the engine. The transition from engine-off to engine-on is likely triggered by driver’s rising demand; the slow transition just could not provide the responses expected by the driver. There are six dynamic events occurring rapidly during the transition and must be controlled properly:

1. High engine break-away torque and it changes fast
2. Engine compression pulse is significant and must be compensated
3. Spinning the engine fast to reduce torsional damper resonance
4. Engine first firing pulse may be high even with spark retardation
5. Engine torque varies fast as spark is advancing and the manifold is pumping down
6. Battery voltage and power vary fast

The first five dynamics must be modeled and calibrated precisely and be included in the feed-forward term. The speed control loop has difference gains as the transition advances through each of the phases. Engine decompression techniques, small manifold, proper dual mass torsional damper design, and engine crank position estimation all aid the controls. Prius and Ford Fusion HEV and other similar models have demonstrated seamless engine start. The quality is remarkable and it is consistent for every start.

11.5.4 Regenerative Braking Control

Regenerative braking is a major efficiency enabler, and it should be used as much as possible. Meanwhile, HEV drivers continue to have high expectation about linear brake feel, as if it was a conventional brake system. Regenerative braking is still challenged in delivering seamless brake feel; coordinated actuation of two drastically different brake systems is not trivial and requires accurate information exchange and precise execution of friction brakes and powertrain regenerative braking. Within powertrain controls, the regenerative braking function accomplishes three tasks:

1. Estimating regenerative braking capacity for all modes, EV mode, engine-on mode, and the transitions
2. Dynamically shaping the capacity to remove the oscillatory component
3. Executing the regenerative braking torque as commanded by regenerative braking system

Blending is still a big challenge, as it is prone to multiple error sources. Not only do both braking force controls have errors, but also the timing can be out of sync. Therefore, the resulting errors in total braking force can be multiple times higher than just friction brake alone. It can be expected that the controls using modeled responses of both brake actuation processes will improve the blending process.

Part of the complexity in hybrid powertrain controls is caused by more subsystems and increased number of system operating conditions that must be included in the controls. The powertrain controls must be robust and effective under all external conditions and system conditions as typified by the following list:

1. Battery temperature and cell temperature(s)
2. Battery SOC
3. Battery voltage and cell voltage(s)
4. Cabin air temperature
5. Engine coolant temperature
6. Engine oil temperature
7. Exhaust temperature
8. Catalyst temperature
9. Motor temperature(s)
10. Inverter temperature(s)
11. Converter temperature
12. Transmission fluid temperature

The powertrain controls’ design, development, calibration, and tests must cover all conditions to ensure safe, reliable, efficient, and fun-to-drive HEVs.

In many hybrid vehicles, the hybrid powertrain controller is networked with many control modules such as engine control module, motor control modules, battery control module, and transmission control through vehicle controller area networks (CAN) networks. Control architecture must be carefully designed to ensure that the relevant information is updated in real time. Hybrid powertrain control system is a software-intensive embedded system with millions of lines of code.

In conclusion, hybrid electric powertrains encompass hybrid powertrain architectural design, controls engineering, embedded systems engineering, and embedded software engineering. It involves modeling and simulation, hardware development, controls development, software development, vehicle integration, calibration, and verification and validation tests. HEV has been providing R&D opportunities in key components and systems, as they continue to advance. HEVs will be more efficient, more affordable, and more fun to drive. Hybrid powertrains are technically challenging and fun to work with for automotive engineers.

APPENDIX: AUTONOMIE SIMULATION CONFIGURATIONS AND INPUT PARAMETERS

**FIGURE 11.A1** Series HEV simulation block diagram.

**TABLE 11.A1** Series HEV Model: Series Engine Midsize Fixed Gear HEV 2wd Default

<table>
<thead>
<tr>
<th>System</th>
<th>Initialization</th>
<th>Scaling</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driver</td>
<td>drv_ctrl_normal_1000_05.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>env_plant_common.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chassis</td>
<td>chas_plant_990_225_03_midsize.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical accessory</td>
<td>accelec_plant_200.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy storage</td>
<td>ess_plant_li_6_75_saf.m</td>
<td>eng_plant_s_pwr_lin.m</td>
<td>80 kW</td>
</tr>
<tr>
<td>Engine</td>
<td>eng_plant_si_1497_57_US_04Prius.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final drive</td>
<td>fd_plant_444_accord.m</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*continued*
TABLE 11.A2
Parallel HEV Model: Parallel Engine Midsize AMT HEV 2wd Default

<table>
<thead>
<tr>
<th>System</th>
<th>Initialization</th>
<th>Scaling</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driver</td>
<td>drv_ctrl_normal_1000_05.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>env_plant_common.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chassis</td>
<td>chas_plant_990_225_03_midsize.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical accessory</td>
<td>accelec_plant_200.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy storage</td>
<td>ess_plant_li_6_75_saft.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engine</td>
<td>eng_plant_si_1497_57_US_04Prius.m</td>
<td>eng_plant_s_pwr_lin.m</td>
<td>80 kW</td>
</tr>
<tr>
<td>Final drive</td>
<td>fd_plant_363_cavalier.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gearbox</td>
<td>gb_plant_5_dm_345_19_129_09_075.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Starter</td>
<td>str_plant_10_10.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical accessory</td>
<td>accmech_plant_0.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor</td>
<td>mot_plant_pm_25_50_prius.m</td>
<td>mot_plant_pwr_scale.m</td>
<td>25 kW</td>
</tr>
<tr>
<td>Power converter</td>
<td>pc_plant_095_150.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheel</td>
<td>whl_plant_0317_P195_65_R15.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brake controller</td>
<td>vpc_brake_par_pretx_1mot_init.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Propel controller</td>
<td>vpc_prop_par_direct_pwr_1mot_pretx_init.m</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 11.A2  Parallel HEV simulation block diagram.
QUESTIONS

11.1 Classify the vehicles listed in Table 11.1 based on mild hybrids, full hybrids, and plug-in hybrids. Compare their powertrain configurations, ranges, and electric systems.

11.2 Compare mild hybrids with full hybrids. Based on the contents of this chapter and the case study in Chapter 13, specify the differences in configurations, components sizing, and power requirements.

TABLE 11.A3
Power-Split HEV Model: Split Midsize Single Mode HEV 2wd Default

<table>
<thead>
<tr>
<th>System</th>
<th>Initialization</th>
<th>Scaling</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Driver</td>
<td>drv_ctrl_normal_1000_05.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environment</td>
<td>env_plant_common.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chassis</td>
<td>chas_plant_990_225_03_midsize.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electrical accessory</td>
<td>acelec_plant_200.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy storage</td>
<td>ess_plant_li_6_75_saft.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Engine</td>
<td>eng_plant_si_1497_57_US_04Prius.m</td>
<td>eng_plant_s_pwr_lin.m</td>
<td>80 kW</td>
</tr>
<tr>
<td>Final drive</td>
<td>fd_plant_393_prius.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gearbox</td>
<td>gb_plant_planetary_30_78.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mechanical accessory</td>
<td>accmech_plant_0.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Motor</td>
<td>mot_plant_pm_25_50.m</td>
<td>mot_plant_pwr_scale.m</td>
<td>63 kW</td>
</tr>
<tr>
<td>Motor 2</td>
<td>mot_plant_pm_15_30.m</td>
<td>mot_plant_pwr_scale.m</td>
<td>51 kW</td>
</tr>
<tr>
<td>Power converter</td>
<td>pc_plant_095_12.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power converter 2</td>
<td>pc_plant_boost_095.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wheel</td>
<td>whl_plant_0317_P195_65_R15.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brake controller</td>
<td>vpc_brake_split_best_eng_init.m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Propel controller</td>
<td>Split Prius MY04</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
11.3 Which mechanical–hybrid powertrain concepts give a competitive trade-off between fuel saving, cost, and control complexity?

11.4 What are the key parameters determining the hybrid powertrain topology selection? Perform a case study to investigate which powertrain topology is highly desirable for fuel economy enhancement in UDDS city driving cycle.
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12.1 INTRODUCTION

This chapter provides an overview of hybrid electric vehicles and their characteristics. Initially, the difference between hybrid electric and conventional vehicles is distinguished. This includes how hybrid electric vehicles achieve improved fuel economy compared to conventional vehicles. In Section 12.2, the influence of driving cycles on fuel economy improvement is analyzed. A worked example is also provided with the relevant ground works to emphasize the correlation between driving cycle and fuel economy. In Section 12.3, the terrain information is also taken into consideration with the driving cycle, and variation in propulsion requirements is highlighted. Major hybrid electric vehicle technologies are addressed in Section 12.4. Section 12.5 classifies road vehicles based
on their powertrain system. The main challenges in the successful realization of hybrid electric vehicles are highlighted in Section 12.6 and finally, the key areas for research and development of this technology are provided.

12.2 HYBRID ELECTRIC VEHICLES

Hybrid electric vehicles (HEVs) incorporate more than one propulsive power source to energize the vehicle. They have the ability to optimize the propulsive energy of the vehicle by effectively utilizing dual power sources and achieve higher mileage and reduce greenhouse gas emissions [1–2]. HEVs are integrated with an internal combustion engine (IC engine) and electric machines, which are energized by onboard electric battery, ultracapacitor, or a combination of both. The involvement of different propulsive components in HEVs and conventional vehicles is depicted in Figure 12.1. The dual-mode operating capability of the electric machine (function as motor as well as generator) is one of the primary advantages of the HEVs in terms of recovering energy during the braking phase of the vehicle. Also, the electric propulsion system provides higher acceleration performance at low speed, which cannot be achieved in conventional vehicles due to the various mechanical constraints of the IC engine. Owing to the increased number of propulsive components and complexity, the power management and control system in the HEVs plays a vital role in maximizing its overall energy efficiency and achieving higher operating performance, while significantly reducing emissions. The key features and the primary difference between hybrid and conventional vehicles are listed in Table 12.1.

12.2.1 FUEL ECONOMY IMPROVEMENT IN HEVS

In plenty of occasions, it has been emphasized that HEVs achieve higher fuel economy and release less greenhouse gas emissions into the environment [3–5]. However, how this is achieved is not clearly explained. Hence, this section focuses on how HEVs take advantages over conventional vehicles in real driving environments and under which circumstances it may or may not show differences in fuel economy.

![Figure 12.1](image-url)
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The involvement of electric propulsion system in HEVs provides significant advantages to increase the fuel efficiency, which cannot be otherwise achieved. There are four different ways the electric propulsion system effectively acts to improve the energy efficiency of the vehicle:

- Higher operating efficiency of electric machines over their entire speed–torque envelop provides a remarkable advantage on fuel efficiency improvement in HEVs. Generally, the efficiency of IC engines is less than half of what electric machine has. Besides, IC engines are designed to operate under certain speed–torque operating conditions to achieve optimum efficiency and its efficiency varies considerably throughout the entire speed–torque envelop of the engine. Regardless of this issue, the real-world driving demands fluctuating power and torque and they have to be somehow supplied in an efficient manner to drive the wheels. It is accomplished in conventional vehicles by incorporating a sophisticated transmission system, which employs mechanical advantage in the gear system to match the expected outcome while maintaining higher operating efficiency of the IC engine. This very same objective is easily achieved in HEVs by effectively exploiting the advantages of the electric motors with the involvement of a less complicated transmission system. However, to maximize the full potential of the electromechanical system of HEVs, the involvement of advanced control systems is mandatory.

- Kinetic energy recovery is another key attribute of HEVs, which is not available in conventional vehicles. The kinetic energy of the vehicle is generally dissipated as heat in the brake disks during the braking phase of the conventional vehicle. However, it is not the case in HEVs where the dual-mode operating capability of the electric machine (motor and generator) provides a great opportunity to recover this waste energy and store it in the battery. This free energy can be effectively used to fuel the consequent acceleration demand of the vehicle. It could be significant during stop-and-go city driving conditions of the vehicle compared to steady and smooth highway driving conditions.

- A remarkable amount of energy is wasted during the idling mode operation of the vehicle, which happens a lot during peak driving hours (in both city and highway driving

<table>
<thead>
<tr>
<th>TABLE 12.1</th>
<th>Comparison between Conventional and Hybrid Electric Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Features/Requirements</strong></td>
<td><strong>Conventional Vehicles</strong></td>
</tr>
<tr>
<td>Powertrain</td>
<td>IC engine</td>
</tr>
<tr>
<td>Energy source</td>
<td>Gasoline</td>
</tr>
<tr>
<td>Energy container</td>
<td>Fuel tank</td>
</tr>
<tr>
<td>Transmission system</td>
<td>Mechanically and hydraulically actuated transmission system</td>
</tr>
<tr>
<td>Propulsive redundancy</td>
<td>One propulsive system (no redundancy)</td>
</tr>
<tr>
<td>Power density of the powertrain</td>
<td>Higher power-to-weight ratio</td>
</tr>
<tr>
<td>Emissions</td>
<td>Higher emissions during operation</td>
</tr>
<tr>
<td>Operational energy efficiency</td>
<td>Low energy efficiency during stop-and-go (city) driving conditions</td>
</tr>
<tr>
<td>Technology</td>
<td>Matured technology</td>
</tr>
<tr>
<td>Cost</td>
<td>Inexpensive</td>
</tr>
<tr>
<td>Maintenance</td>
<td>Relatively easier</td>
</tr>
<tr>
<td>Space</td>
<td>More spacious</td>
</tr>
<tr>
<td>Energy recovery system</td>
<td>No energy-recovering capability during braking</td>
</tr>
<tr>
<td>Low-level control</td>
<td>Relatively easier</td>
</tr>
</tbody>
</table>
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environments). Conventional vehicles are not designed to stop the engine during idling and it simply lets the engine to idle. Hybrid vehicles effectively exploit this opportunity by simply shutting off the engine during the idling mode of the vehicle and uses pure electric propulsion system to maneuver the vehicle in a slow-moving traffic. This particular feature significantly increases fuel efficiency while reducing greenhouse gas emissions in the environment.

- Some HEV designs incorporate bigger rechargeable onboard electric batteries to fuel electric motors. These types of HEVs can achieve considerable electric-only range without the involvement of the IC engine. This concept is widely known as plug-in HEVs, and the onboard battery of the vehicle is recharged by the grid energy during night and it is used during day time driving. Therefore, this kind of vehicle does not consume any gasoline to achieve significant driving range, which results in zero emission release to the environment. It should be noted that this feature is not common in all varieties of HEVs; they will be discussed in great detail in Chapter 14.

12.3 DRIVING CYCLES

Driving cycles and terrain conditions are critical factors, which influence energy saving and emission reduction to a large extent.

Driving cycle is defined as the velocity variation of the vehicle with respect to the time under different driving conditions. For example, you could have noticed that highway driving differs significantly compared to city driving. In city driving, there are a lot of traffic signals and speed limits, and depending upon the traffic conditions, the driver has to go through frequent stop-and-go-type driving. On the other hand, this is not the case in highway driving conditions. In highway driving, the vehicle does not accelerate too often and most of the time it cruises with a constant velocity (except for overtaking and lane changing). In general, common driving cycles can be categorized into four different types, as shown in Figure 12.2. It includes three types of highway driving cycles such as a smooth highway driving, highway driving cycles with frequent lane changing and overtaking, and highway driving cycles with unexpected traffic idling, and frequent stop-and-go-type city driving cycles. It can be noted from Figure 12.2a that in smooth highway driving, the vehicle accelerates at the beginning to reach an expected speed limit and it continuously cruises with a constant velocity for a significant period and then decelerates to exit the highway. Figure 12.2b shows another type of highway driving cycle, where the driver demands the vehicle to go through frequent overtaking and lane-changing activities. As depicted in Figure 12.2c, in the third type of highway driving cycle, the vehicle goes through unexpected traffic idling. Although it has been divided into three different categories, a combination of all three could also be possible in real highway driving conditions. Figure 12.2d shows frequent stop-and-go-type city driving conditions.

There are many studies that suggest that driving pattern variations are not only decided by external factors such as traffic and other conditions, but also by the driver’s age, weather condition, type of vehicle they drive, and so on. Therefore, it is very hard to generalize a single driving cycle, which represents all possible real-world driving scenarios. In this section, we have discussed a few common driving cycles and how they are different from each other. The next section describes the connection between the driving cycle fuel economy enhancement and emission reduction of the vehicle.

12.3.1 EFFECT OF DRIVING CYCLES ON FUEL ECONOMY ENHANCEMENT AND EMISSION REDUCTION

To understand the effect of driving cycle on fuel economy enhancement and emission reduction, the understanding of vehicle dynamics is very important. Therefore, this section provides a small introduction to simplified vehicle dynamics, which provides the necessary ground work.
Figure 12.3 shows a simplified vehicle dynamics, where the vehicle is accelerating with an acceleration rate of $a$ from a velocity $V$ in a road, which makes an angle $B$ to the horizontal. In this driving condition, the propulsive force required to achieve this objective can be given by

$$F_p - F_{r,f} - F_{r,r} - F_{aero} - Mg \sin(B) = Ma$$

(12.1)

Here

$F_p$: force exerted on the drive wheels by the propulsive system of the vehicle (N)
$F_{r,f}, F_{r,r}$: the ground resistance on the front and rear wheels of the vehicle (N)
$F_{aero}$: aerodynamic drag force (N)
$a$: acceleration of the vehicle (m/s$^2$)
$M$: mass of the vehicle (kg)
$V$: velocity of the vehicle (m/s)
From Equation 12.1, the propulsive power requirement of the vehicle can be derived as

\[ P_p = (F_{r-f} + F_{r-r} + F_{aero} + Mg \sin(B) + Ma)V \]  

(12.2)

Here, \( P_p \) is propulsive power of the vehicle (W).

The force due to ground resistance can be given by Equation 12.3. This is a function of the mass of the vehicle, road inclination angle, and the adhesive coefficient \( \upsilon \) of the road. In general, the adhesive coefficient of the road is very less (between 0.2 and 0.4); therefore, the force due to ground resistance will not go beyond a kilowatt for a typical passenger car under any driving circumstance.

\[ F_{r-f} + F_{r-r} = \upsilon Mg \cos(B) \]  

(12.3)

To make it simpler, let us neglect the ground resistance and assume that the vehicle is traveling on a flat road. Therefore, the power requirement of the vehicle can be further simplified as Equation 12.4.

\[ P_p = (F_{aero} + Ma)V \]  

(12.4)

The power required to overcome the aerodynamic resistance can be written as

\[ P_{aero} = \frac{1}{2} \rho AC_D V^3 \]  

(12.5)

Here, the cross-sectional area of the vehicle is given by \( A \), air density is given by \( \rho \), and the aerodynamic drag coefficient of the vehicle is given by \( C_D \). As one can note from Equation 12.5, aerodynamic power holds a linear relationship with the third order of the vehicle velocity. Therefore, the power required to overcome the aerodynamic resistance is significantly high at high-speed conditions and is negligible at low speeds.

The acceleration power of the vehicle can be given by Equation 12.6.

\[ P_{acc} = MaV \]  

(12.6)

As one can note here, the power required to accelerate the vehicle is a function of the vehicle mass \( M \), acceleration rate of the vehicle \( a \), and the velocity of the vehicle \( V \). Since the mass of the vehicle...
vehicle will remain constant over a given driving condition, the vehicle’s velocity $V$ and the expected acceleration rate $a$ at that velocity will determine the acceleration power requirement of the vehicle.

Integrating the propulsive power requirement with respect to time will provide the energy requirement of the vehicle. Therefore, the energy required to achieve a particular driving requirement can be given by Equation 12.7.

$$E_{\text{propulsion}} = \int_{t_0}^{t} \left( MaV + \frac{1}{2} \rho D_A C_D V^3 \right) dt$$  \hspace{1cm} (12.7)$$

It should be noted here that vehicle acceleration $a$ and velocity $V$ are time-dependent variables.

Applying these equations to a particular driving cycle, one can calculate the power and energy requirements of the propulsive system to fulfill different phases of the driving cycle. To find out the variation in power and energy requirement, let us investigate a case study.

12.3.1.1 Case Study 1

Table 12.2 depicts some basic parameters of a typical passenger car. Assume that, initially, the vehicle is accelerating on a flat road from standstill. As a performance requirement, the vehicle has to reach a velocity of 60 mph within 6 s (which is roughly 26 m/s). After it reaches the velocity of 60 mph, it just cruises for another 6 s and then decelerates for another 6 s to come back to standstill.

Let us calculate the maximum propulsive power requirement of the vehicle in each driving condition and also calculate the relevant energy requirements.

The driving cycle of this particular driving scenario can be developed as shown in Figure 12.4a. Here, Phase 1 represents the acceleration, Phase 2 represents the constant velocity cruising, and Phase 3 represents the deceleration of the vehicle.

Let us apply Equations 12.4 and 12.7 to each phase to calculate the propulsive power and energy requirements.

Since the rate of change of velocity is defined as acceleration, the acceleration of the vehicle can be calculated as $4.33 \text{ m/s}^2$.

**Phase 1**

Applying Equation 12.5, the maximum power required to overcome the aerodynamic resistance can be calculated as 8.5 kW. Similarly, applying Equation 12.6, the maximum power required to overcome the acceleration requirement can be calculated as 180 kW. It clearly shows that the power required to achieve the acceleration requirement of the vehicle is much higher than the power required to overcome the aerodynamic resistance. Therefore, the powertrain should be able to supply more than 188.5 kW at the drive axle in order to achieve this propulsive requirement. As depicted in Figure 12.4b, the vehicle has traveled only a distance of 78 m in Phase 1.

**Phase 2**

Let us apply the same equations to calculate the propulsive requirement of the vehicle in Phase 2. Since there is no acceleration in this phase, it requires only 8.5 kW power to overcome the

<table>
<thead>
<tr>
<th>TABLE 12.2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic Parameters of a Typical Passenger Car</strong></td>
</tr>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Weight of the car including driver</td>
</tr>
<tr>
<td>Aerodynamic drag coefficient</td>
</tr>
<tr>
<td>Air density</td>
</tr>
<tr>
<td>Cross-sectional area of the vehicle</td>
</tr>
</tbody>
</table>
aerodynamic resistance, which is significantly lower compared to Phase 1. In this phase, the vehicle has traveled a maximum distance of 156 m. When we compare Phases 1 and 2, it can be clearly seen that the acceleration phase requires a high amount of power to travel a small distance while the cruising phase requires a very little amount of power to travel a longer distance.

**Phase 3**

In Phase 3, since the vehicle is decelerating, the propulsion system need not supply any power. Instead, the brake system should be activated in order to dissipate the stored kinetic energy of the vehicle. By applying Equation 12.4, the maximum power dissipated in the brake system can be calculated as 171.5 kW. It also dissipates a higher amount of power while achieving less distance.

As one can note from Figure 12.5, the energy requirement to achieve the acceleration target and the dissipated energy during braking is significantly higher than the energy requirement for the cruising phase of the vehicle. It clearly shows how a vehicle can be energy thirsty when we consider a driving cycle with frequent acceleration and deceleration phases.

It should be noted here that many different realistic issues are not considered in this study such as

- Operating efficiency of the powertrain system
- Ground resistance of the vehicle
- Road inclination angle (up/down hill driving conditions)
- Ground wind effect on the aerodynamic resistance
- Energy dissipated in the suspension

Therefore, when we consider all these issues, the net energy requirement to achieve propulsive requirement will be even higher than the values depicted in Figure 12.5. However, this simplified study gives more insights on how driving cycle could be crucial to determine the propulsive power.

**FIGURE 12.4** (a) Driving cycle of the vehicle. (b) Displacement–time diagram.
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requirements of the vehicle. This study also suggests that the driving behavior can contribute a lot on fuel saving and emission reduction.

12.3.2 How Hybrid Vehicles Can Benefit from Conventional Vehicles to Achieve Fuel Economy

Let us revisit Figure 12.2. With the help of case study 1, it can be very clearly seen how a smooth highway driving cycle can achieve higher fuel economy and emission reduction in any vehicle. Since there is no frequent acceleration and braking events taking place in this driving cycle, both hybrid powertrains and conventional powertrains will provide similar outcomes.

The second category of the highway driving cycle shown in Figure 12.2b incorporates a few lane-changing and overtaking activities. One can understand how this particular driving cycle can consume a significant amount of fuel to achieve the speed ripple requirement of the vehicle. These types of driving cycle demand very high propulsive power from the powertrain. The kinetic energy recovery system in the HEVs can benefit in this driving cycle. However, this kind of driving pattern is not advisable to increase fuel economy regardless of which kind of vehicle someone drives.

On the one hand, when we consider the third category shown in Figure 12.2c, HEVs can benefit a lot compared to conventional vehicles. As this driving cycle goes through a few acceleration and braking events, HEVs can recover a certain amount of kinetic energy of the vehicle to enhance fuel economy. Also, simply shutting off the engine during traffic idling will significantly increase fuel economy and emission in the highway. Although it seems a very simple rule to implement even in a conventional vehicle, drivers do not prefer to do this on their own. On the other hand, the incorporated control system in the hybrid powertrain system very carefully exploits every single opportunity to improve the fuel economy and emission reduction of the vehicle.

In the stop-and-go-type city driving cycles, HEVs show significant advantages over conventional vehicles. Owing to traffic conditions, the nature of the driving cycles in urban areas cannot be changed and the behavioral change of the driver will not improve fuel economy. Frequent acceleration, deceleration, and idling characteristic of the driving cycle provide great opportunity for HEVs to increase fuel economy compared to conventional vehicles. Proper power blending between the IC engine and electric machines enables HEVs to increase the propulsive energy efficiency during the acceleration phase of the vehicle. Similarly, HEVs employ regenerative braking to recover the braking energy of the vehicle, and they simply shut off the powertrain during traffic idling. However, these three opportunities are not available in conventional vehicles. Therefore, HEVs show significant fuel saving in city driving cycles compared to highway driving cycles.
12.4 DRIVING CYCLES AND ROAD CONDITIONS ON FUEL ECONOMY

So far, we have assumed flat road driving condition to perform our analysis. However, it is not a valid assumption, since real-world road conditions are not flat as we prefer. In practice, vehicles should be able to drive uphill, downhill, and in flat terrain environments. It implies that vehicles should be able to achieve expected driving cycles in different terrain environments. Therefore, realistic driving cycles should incorporate the geographical information of the road and the velocity variation of the vehicle over the entire duration of the driving.

Figure 12.6 shows all of the driving cycles discussed in Section 12.2, with all possible geographical information. Now, the propulsive power requirement to accomplish the same driving cycles in

**FIGURE 12.6** Driving cycle with terrain information: (a) Smooth highway driving in different road conditions and (b) highway driving with frequent overtaking and lane-changing activities.
different road condition will vary. However, it should be verified how significant it is on the fuel efficiency of the vehicle. Therefore, let us perform another case study to investigate the effect of driving terrain condition on fuel economy.

12.4.1 Case Study 2

Let us consider the driving cycle and vehicle parameters investigated in case study 1 with the terrain information shown in Figure 12.7. For simplicity, only two different terrain conditions are considered here (uphill and downhill). Here, both roads make a 4° angle (which is equivalent to $4\pi/180$ radians) to the horizontal line. Calculate the peak propulsive power and energy requirement of the vehicle to achieve this driving cycle in both road conditions. For simplicity, the ground resistance is neglected in this analysis.

Since there is an inclination, the gravitational acceleration cannot be neglected in this study. Therefore, to calculate the propulsive power, Equation 12.2 has to be modified as Equation 12.8.

\[
P_p = (F_{aero} + Mg \sin(B) + Ma)V
\]  

(12.8)

The energy requirement of the vehicle can be calculated by simply integrating Equation 12.8 with respect to time.

\[
E_{propulsion} = \int_{t_0}^{t_f} \left( MaV + Mg \sin(B)V + \frac{1}{2} \rho AC_d V^3 \right) dt
\]  

(12.9)

**FIGURE 12.7** Driving cycle with the terrain information: (i) uphill road condition, (ii) downhill road condition.
Figure 12.8 shows the peak propulsive power variation of the vehicle in different phases of driving cycles on different road conditions. It can be noted here that even a 4° inclination, either in the negative or positive direction, could significantly change the propulsive power requirement of the vehicle. When we consider the acceleration phase of the vehicle, the uphill road requires 220 kW power while the downhill road requires 160 kW propulsive powers. Also, the potential for energy recovery is considerably high in downhill driving than in uphill driving. Downhill driving can even recover a certain amount of regenerative braking power during constant-speed cruising. Similar trend can be observed in propulsive/regenerative energy variation of the vehicle under different road conditions, as shown in Figure 12.9.

This study clearly shows how the terrain condition can influence the propulsive power/energy requirement of the vehicle and how an HEV can take advantage of different terrain conditions to enhance the fuel economy of the vehicle.

As we incorporate more and more realistic issues in our study, the power and energy requirement of the vehicle increases significantly. From this case study, one can clearly see how driving cycles, terrain conditions, ground wind, and so on can be critical for fuel economy improvement and emission reduction of the vehicle. Also, one can see how HEVs can take advantage over conventional vehicles in different driving environments.
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It is obvious that when the driving cycle incorporates more frequent acceleration, deceleration, and idling characteristic, and it has to be achieved in different terrain environments as depicted in Figure 2.6, the energy saving of the HEVs will be significant compared to conventional vehicles.

12.5 HEV TECHNOLOGIES

With the development of hybrid technology, varieties of HEV configurations have been created. These hybrid configurations have been widely applied on a range of vehicle types, including passenger cars, sports utility vehicles, trucks, and transit buses. Despite these different configurations and different platforms, there are several ways to classify HEVs into separate groups. One of the generally accepted categorizing methods is to evaluate the ratio of electric systems power to the overall systems power in an HEV. Depending on how the systems are integrated and how much the electric power portion is compared with the overall power, HEVs can be categorized into three groups: micro hybrids, mild hybrids, and full hybrids.

12.5.1 MICRO HYBRIDS

Micro hybrids employ a modest electric portion in the power systems. The typical power rating for a micro hybrid sedan is between 3 and 5 kW. Micro hybrids normally refer to hybrid vehicles with the start–stop or idle–stop systems, which automatically shut down the engines when vehicles are coasting, braking, or stopped according to certain road conditions, and restart the engines when the speed is regained. The added electric power system can also be used to help supply power to driving accessories such as power steering and air conditioning. Some micro hybrids are also capable of certain levels of regenerative braking. Although micro hybrids are one of the simplest hybrids among the various hybrid configurations, they can provide up to 10% of fuel economy benefits, especially in urban driving situations, where frequent stop-and-go is inevitable.

Micro hybrids incorporate only a small portion of the electric system, normally a small motor. This results in a relatively simple structural change and cheaper re-engineering costs while significantly increasing fuel economy and cutting air emissions. Therefore, many auto manufacturers applied this technology during the initial transit from conventional petroleum-powered vehicles to HEVs.

BMW’s micro hybrids incorporated the efficient dynamics technologies aimed at reducing fuel consumption and air emissions. Both start-and-stop and regenerative braking functions are available in its micro hybrids. Volkswagen also equipped its micro hybrid fleets with similar features under the name of Blue Motion Technologies. FIAT introduced the PUR-O2 in a range of its micro hybrid models, and Mercedes developed the micro hybrid drive (MHD) onto its Smart hybrid, which is reported to increase fuel economy by nearly 8%.

12.5.2 MILD HYBRIDS

Mild hybrids have a higher level of electric power rating, typically ranging from 7 to 15 kW for a sedan. Consequently, a higher level of fuel economy gain can be achieved, saving up to 20% in fuel compared with conventional combustion vehicles. Propulsion systems in mild hybrids normally consist of electrical motor–generators between the engine crank shafts and the transmission input shafts. The added motor–generators provide the vehicle with the start–stop function, regenerative braking function, and additional electric power to drive the accessories. Some of the mild hybrids can also provide a modest level of power assistance to the engine.

Similar to micro hybrids, mild hybrids are relatively cost-effective because they require minimal vehicle platform reconstructions and typically maintain the fundamental manufacturing process. The high diameter-to-length ratio of the electric machine results in a high motor inertia such that the original flywheel of the engine can be replaced by the electric machine. Moreover, the electric machine can also function to start the engine and charge the battery; thus, the added costs of the
electric machine and its supporting power electronics are offset by the removal of the starter motor and the alternator from the vehicle. As the manufacturing lines are largely retained and no significant changes are required, total costs essentially remain unchanged.

Mild hybrids have been developed by many auto manufacturers. Honda developed the integrated motor assist (IMA) system in 1999 and applied it onto the Honda Insight Hybrid, which was capable of stop-and-start, regenerative braking, and power assisting up to 30% of the engine power. It scored high fuel economy as well as low air emissions, and in 2000 was ranked the most efficient gasoline-fueled vehicle certified by the United States Environmental Protection Agency (EPA). The IMA system was also applied onto Honda Civic hybrid and CR-Z.

The General Motors (GM) Belt Alternator Starter (BAS) system can also be grouped in the mild hybrid category. Similarly, it took advantage of stop-and-start and regenerative braking technologies to improve fuel and driving performance. The 2007 model Chevrolet Silverado Hybrid pickup truck could achieve an overall fuel savings of 12% compared with its nonhybrid version.

Besides Japanese and American automakers, European automakers also came up with mild hybrids. Mercedes equipped its flagship S-Class with the Blue Motion Technologies as mild hybrids. BMW also released its Active Hybrid into their 7-Series mild hybrids.

12.5.3 Full Hybrids

Full hybrids have the highest electric portion compared with micro hybrids and mild hybrids. The power rating for a full hybrid sedan is 30 kW or higher. Full hybrids are defined as those gasoline–electric vehicles that can run on either engine-only mode, battery-only mode, or a combination of the two. In addition to the functions that micro hybrids and mild hybrids are capable of, full hybrids can also operate on an all-electric range where only electric motors are used to propel the vehicle and supply all the internal power loads. However, owing to the limited size of the electric machine and the battery pack, full HEVs normally have a relatively short all-electric range with limited power output. Typically, full hybrids can achieve more than 40% of fuel economy gains in city drives and have more electric power assistance to increase driving performance.

Compared with micro and mild hybrids, full hybrids employ the largest electric power portions in the HEV powertrain systems. A larger battery pack is required to achieve the desired electric drive level. Meanwhile, since the motor is directly coupled with the output drive shaft in the electric-only mode, a robust motor with sufficient speed and enough torque is demanded. Full hybrids also have relatively more complicated configurations. Most full hybrids integrate the electric power path with the mechanical power path by means of power split devices such as planetary gear sets. Power split devices serve to divide the power from the onboard power plants, that is, the engine and batteries, and redistribute the power flow between the electric path and the mechanical path to achieve optimal fuel efficiency and driving performance. Power split devices and other added mechanical components all add to the complexity of full hybrid systems. Therefore, though the full hybrids achieve significantly higher fuel economy and better performance, the manufacturing costs also increase as larger battery packs, more powerful electric machines, and more complicated configurations are implemented.

Full hybrids have attained the highest acceptance compared with the other two as full hybrids fulfill the demanded purpose of reducing fuel consumption and air emissions. Up to the second quarter of 2013, Toyota had achieved phenomenal success with its full hybrid models, the Toyota Prius family, which had sold more than 3 million units throughout the world. Toyota Camry Hybrid and Honda Civic Hybrids have also gained quite considerable popularities. GM, Daimler Chrysler, and BMW also released several models based on their two-mode hybrid transmission system, which is a complex full hybrid system capable of both high efficiency and high performance. Many governments around the world all released either targets or regulations to adjust the automobile industry into more hybridized forms, and large incentives were provided to compensate for the initial high costs of the full hybrid technologies. Table 12.3 summarizes the three categories of HEVs.
12.6 CLASSIFICATION OF ROAD VEHICLES BASED ON THEIR POWERTRAIN SYSTEM

There are five different types of HEVs available in the market and they can be categorized as mild hybrid, parallel hybrid, plug-in hybrid, series hybrid, and series-parallel hybrid electric vehicles. Moreover, plug-in hybrid electric vehicle is another type of HEV that incorporates a bigger onboard battery for the electric power supply and it can be charged from the electric grid. The available vehicular propulsion technologies can be categorized based on the percentage share of electric and mechanical propulsive systems in the powertrain. Figure 12.10 shows the general trend on how the conventional and electrical propulsion systems contribute to different vehicle architecture.

As shown in Figure 12.10, the name of the vehicle reflects which percentage of the propulsive power is contributed by the IC engine and electric machine. For example, mild hybrid vehicle is mainly powered by the IC engine, while the plug-in hybrid electric vehicle is mainly powered by the electric machines.

![Figure 12.10](image-url) Different vehicular architectures and their electric and conventional propulsion systems.
12.6.1 **Mild Hybrid Electric Vehicles**

Mild hybrid electric vehicle incorporates a smaller electric propulsion system and generally it is integrated in the IC engine as depicted in Figure 12.11a. The flywheel system of the IC engine is designed as an electric machine; therefore, the IC engine can be started by electric propulsion and the electric machine can also power assist the IC engine when the power demand increases. Also, it can recover a certain amount of kinetic energy during the braking phase of the vehicle. However, from Figure 12.10, one can easily understand that the fuel economy of the vehicle cannot be significantly improved in different driving cycles since mild hybrid electric vehicles incorporate a small percentage of the electric propulsion system.

12.6.2 **Parallel Hybrid Electric Vehicles**

Significant portion of the propulsive power in parallel hybrid electric vehicle is supplied by the electric machine. Typical electromechanical integration of the parallel hybrid electric vehicle is depicted in Figure 12.11b and it has two independent propulsive power flow paths such as electrical and mechanical paths. Therefore, depending upon the propulsive power requirement of the vehicle, electric only, mechanical only, or a combination of both can be chosen. Since parallel hybrid electric vehicles incorporate bigger electric machines, they have better regenerative braking capability compared to the mild hybrids, and therefore they show better fuel economy for city driving cycle and certain highway driving conditions. As depicted in Figure 12.12, there are four different operating modes that can be obtained in parallel hybrid electric vehicle.

a. IC engine supplies the propulsive torque/power demand.
b. Electric machine is the only propulsive medium.

![Diagram](www.electronicbo.com)

**FIGURE 12.11** Vehicular architectures and their electromechanical integration methods: (a) mild hybrid electric vehicle, (b) parallel hybrid electric vehicle, (c) series hybrid electric vehicle, and (d) series–parallel hybrid electric vehicle.
c. IC engine and electric machines supply the propulsive torque/power demand.

d. Regenerative braking mode of the vehicle.

12.6.3 Series Hybrid Electric Vehicles

Series hybrid electric vehicles are powered by electric machines. As depicted in Figure 12.11c, series hybrid vehicles incorporate two electric machines and an IC engine in the propulsion system. One electric machine is directly attached with the IC engine and most of the time it functions as an electric generator (during starting of the IC engine, it acts as an electric motor). Another electric machine is integrated with the transmission system to deliver the propulsive power requirement of the vehicle. Since series hybrid electric vehicles incorporate a bigger electric machine in the propulsion system, their energy recovery capability is significantly higher than other types of HEVs. Series hybrid electric vehicles achieve six different operating modes as depicted in Figure 12.13. They can be described as

a. Electric machine is the only propulsive medium.

b. IC engine is supplying the propulsive torque/power demand.

c. IC engine and electric machines are supplying the propulsive torque/power demand.

d. Regenerative braking mode of the vehicle.

e. IC engine supplies the propulsive torque/power demand of the vehicle. The excess power of the IC engine is converted into electricity and stored in the battery system.

f. IC engine charges the battery system (also, battery can receive power from regenerative braking).

Since electric machines are capable of handling a wide range of speed–torque requirements of the vehicle, series hybrid electric vehicle architecture provides benefit for heavy-duty vehicles in
terms of simplifying the transmission system design. Since this architecture incorporates bigger propulsive components (e.g., to provide X kW power to the drive wheels, they incorporate 3X kW power sources), this architecture is not appropriate for light-duty vehicles. In heavy-duty vehicles, the space constraint is not very significant; however, space is limited in light-duty vehicles and it has to be effectively managed.

12.6.4 Series–Parallel Hybrid Electric Vehicles

The most popular hybrid electric vehicle in the market (Toyota Prius) is a series–parallel hybrid electric vehicle type, which incorporates two electric machines and an internal combustion engine for propulsion purposes, as shown in Figure 12.11d. Contrary to the series hybrid electric vehicles, series–parallel hybrid electric vehicles use low-power electric machines and both of them can act as motor and generator. Here, two electric machines and an IC engine are connected to the drive
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axle via a planetary gear system, as shown in Figure 12.14. The ingenious arrangement of this gear system allows the propulsive system to have much more flexibility while achieving different propulsive requirements. It also achieves many different power flow patterns by choosing different combinations of power sources. As depicted in Figure 12.15, series–parallel hybrid electric vehicles also achieve similar operating modes as series hybrid electric vehicles.

However, the control complexity of the vehicle increases as the number of power flow increases; therefore, many research works are focusing on how to effectively utilize different power sources to achieve various power flow patterns with higher energy efficiency.

12.6.5 Plug-in Hybrid Electric Vehicles

Plug-in hybrid electric vehicles are generally either parallel hybrid electric vehicles or series–parallel hybrid electric vehicles. However, the primary difference between a parallel hybrid electric vehicle and a plug-in hybrid electric vehicle is shown in Figure 12.16. Here, a typical parallel hybrid electric vehicle incorporates a smaller electric propulsion system and a bigger IC engine-based propulsion system. On the other hand, the plug-in hybrid electric vehicle incorporates a bigger electric propulsion system and a smaller IC engine-based propulsion system. Also, the plug-in hybrid electric vehicle incorporates an external charging adopter and it can be used to charge the battery from the grid. Owing to the higher percentage of the electric propulsion system, plug-in HEVs have higher regenerative braking capability compared to traditional HEVs. Plug-in HEVs are highly desirable for city driving cycles.

12.7 MAIN CHALLENGES IN HYBRID ELECTRIC VEHICLE DESIGN AND REALIZATION

Although HEVs provide superior energy efficiency compared to conventional vehicles, their design and development process is not very straightforward. This is mainly due to variations in driving cycles and involvement of many different propulsive components. As we have discussed in the driving cycle sections, different driving cycles demand different propulsive power and energy requirements and it is difficult to incorporate all aspects of the driving cycles in a single powertrain design. For example, an HEV with higher percentage of electric propulsion system will achieve better fuel economy and emissions reduction in a city driving cycle. However, in terms of driving range, the very same vehicle will show a poor performance in a smooth flat terrain highway driving cycle.

FIGURE 12.15 Operating modes of series–parallel hybrid electric vehicles: (a) IC engine is the only propulsive medium. Here part of the power produced by the IC engine is converter via motor generator to the traction wheels. (b) IC engine and electric batteries are supplying the propulsive torque/power demand. (c) IC engine is supplying the propulsive torque/power demand while the battery is charging. (d) Batteries are supplying the propulsive demand. (e) IC engine charges the battery while the vehicle is standstill. (f) Regenerative braking of the vehicle.

FIGURE 12.16 Difference between parallel and plug-in parallel hybrid electric vehicles: (a) parallel hybrid electric vehicle, (b) plug-in hybrid electric vehicle.
Therefore, it is very difficult to develop a unique powertrain system, which can provide all of the benefits in different driving environments. This is one of the factors deciding which hybrid vehicular topology is more suitable for which driving cycle.

Let us consider an HEV topology for an investigation. As it has been highlighted in Equation 12.1, the power requirement of the vehicle will increase with the increment of six different factors such as acceleration requirement, vehicle mass, ground resistance, aerodynamic characteristic of the vehicle, uphill driving performance, and the expected maximum velocity of the vehicle. Also, the energy requirement of the vehicle will increase with the increment of power requirement and the driving duration of the vehicle, as shown in Equation 12.9. On the other hand, to supply higher propulsive power requirement of the vehicle, the capacity of the power/energy sources of the vehicle should be increased. For example, to achieve higher acceleration performance, the vehicle should be integrated with a high-power electric machine and an IC engine. In two different ways, this will contribute to the weight increment of the vehicle:

1. Power output of the propulsive component is proportional to the weight increment of the powertrain system. The weight increment is due to the direct contribution of a particular propulsive component.
2. Second, high-power propulsive component requires bigger thermal management system, power electronic converters, transmission system, and so on. This also increases the overall weight of the powertrain.

Therefore, an increment in one propulsive component will have a chain effect on other associated components and it will significantly influence the weight increment of the vehicle. However, this weight increment of the powertrain system will increase the total weight of the vehicle and it demands more power to achieve the expected performance.

This simple weight analysis shows how things are interconnected with each other and how a slight change in one component influences the change in the entire system. Similarly, when we consider the electric-only driving range, the on-board electric battery should be sized appropriately to handle the power/energy requirement of the electric machines and the driving range of the vehicle. Owing to the poor energy density of electric batteries compared to gasoline, to achieve certain electric-only mileage, the battery size needs to be increased significantly. The increment in battery size will increase the overall weight of the vehicle and also limit the available passenger space. Therefore, as depicted in Figure 12.17, the optimization process should be carried out in a comprehensive manner with the consideration of vehicle’s performance and its influence on hybrid powertrain design and development.

**FIGURE 12.17**  Power and energy requirement of the vehicle and their effect on HEV design. (a) Key design parameters to define the power and energy requirements of the vehicle. (b) Power and energy supplying components of the powertrain.
Apart from the correlation between weight, volume, and performance requirements of the vehicle, there are many other challenges that must be overcome. Production and operational cost of the vehicle is one of the major issues that influence the technology market penetration. No matter how good the technology is, if it is expensive, or if the operational cost is high, then consumers are reluctant for the technology. Therefore, HEVs should be available in an affordable price and it should also possess very less operational cost to get the attention of customers.

12.8 AREAS FOR RESEARCH AND DEVELOPMENT

12.8.1 DESIGN, SELECTION, AND SIZING OF ELECTRIC MACHINES

Selection and sizing of the electric machine is one of the critical design processes in HEV development. There are mainly three electric machine technologies available, such as induction machines, permanent magnet machines, and switch reluctance machines, and they have different operational fundamentals. Permanent magnet machines include surface permanent magnet machines (SPMs), surface insert permanent magnet machines (SIPMs), and interior permanent magnet machines (IPMs). Owing to the extensive operating range, high power/torque density, and their higher operating efficiency, permanent magnet machines are the preferred candidates for many hybrid electric cars. However, there is no fixed design category identified yet. This is partly due to copyright reasons of certain designs and the increasing price of permanent magnet materials.

Permanent magnets show different magnetic properties in different operating temperatures and this has a significant effect on the machine’s performance. Therefore, many research investigations are carried out by many experts in this field. Machine sizing and selection is not only limited by the propulsive power/torque requirements of the vehicle but also depends heavily on the design process of power converters and electrical system to gain synergetic advantages. Since this technology is relatively new and very important for HEVs, this area has a great potential for further research and development activities.

12.8.2 ENERGY STORAGE SYSTEM

Electrical energy storage system is very critical for HEV performance. Depending on the expected range and required driving cycle, a particular energy storage system will be chosen for a particular vehicle. In general, higher-power and energy-dense storage systems are preferred for HEV applications. As depicted in Figure 12.11, with the increase in electric propulsive component, energy storage requirement also increases. Owing to the safety requirement, nickel metal hybrid battery technology is chosen by Toyota in their first generation of Prius. On the other hand, higher power and energy density of lithium-ion technology appeared to be more attractive and it is becoming the preferred candidate for many automakers. Extensive research activities are performed to ensure the safe operation of the battery system in different operating conditions. Also, hybrid energy storage is another promising area of research, which combines the high-power-dense supercapacitors and high-energy-dense electric batteries together to provide various peak power and energy requirements of the vehicle.

12.8.3 THERMAL MANAGEMENT SYSTEM

Various propulsive systems in HEVs require different temperature controls for thermal management system design. For example, the coolant temperature requirement for the IC engine is not similar to the coolant temperature requirement for electric machines. In reality, some components are air cooled; some are water cooled, while others are oil cooled. Therefore, the thermal management system needs to be developed to meet all these requirements.
Since HEVs use different propulsive components in real-time driving, some of the components may not be utilized for certain driving requirements. For example, consider a smooth highway driving condition; here, the involvement of electric propulsion system is less required. In this situation, the thermal management system related to the electric propulsion system should be shut down while the thermal management system related to IC engine should function. This particular attribute of the vehicle demands an adaptive thermal management system design to handle various driving requirements and this is one of the challenging research areas in HEV technologies advancement.

Second, the cabin thermal management is another important issue in HEVs. In conventional vehicles, the heat generated by the IC engine is used to heat the cabin area of the vehicle during winter and an air-conditioning unit is attached to the IC engine to control the cabin temperature in summer. Since the IC engine is continuously running in the conventional car, it is very convenient to control the cabin temperature under any weather condition. However, it is not the case in some of the HEVs, especially for plug-in hybrid electric vehicles. Let us consider a stop-and-go city driving cycle of an HEV. Here, primarily the vehicle will use the electric propulsion system. Therefore, cabin heating/cooling energy should be supplied by electric heaters and electrically operated AC units. This increases the complexity and reduces the energy efficiency of the vehicle.

12.9 CASE STUDY 3

Various HEV configurations result in diverse efficiency gains and emissions reductions because of the different combinations of the power usage ratios. Two types of HEV powertrains are compared here as a case study by using the powertrain simulation software Autonomie. The first HEV powertrain is a mild hybrid composed of an integrated starter generator (ISG) paralleled with the IC engine before the transmission. The second HEV powertrain is a full hybrid with the series-parallel configuration by using power split devices. Figure 12.18 illustrates the two HEV powertrain configurations.

In order to compare the performance of the two HEV powertrains, common parameters were assigned in the blocks of chassis, wheels, electrical accessory, and mechanical accessory with the same values. Engine powers and motor powers varied, as shown in Table 12.4.

Two separate driving cycles are applied to the two HEV powertrains, respectively. One is to access the vehicle powertrain local driving performance composed of three U.S. Urban Dynamometer Driving Schedule (UDDS) cycles and the other is for highway driving performance evaluation composed of three Highway Fuel Economy Driving Schedule (HWFET). Table 12.5 summarizes the fuel economy comparison results and the emission results throughout the drive cycles.

Figure 12.19 presents the power compositions of engines and motors going through three UDDS driving cycles for both the parallel ISG mild hybrid and the split full hybrid. It can be observed that the engine in the parallel ISG mild hybrid provided the majority power while the motor provided power assistance and regenerative braking around 10 kW. The loads were further shared by the two motors in the split full hybrid. The engine was operating more in its fuel-efficient regions and the two rotors assisted the performance with higher power output. Besides, more regenerative braking power was retrieved in the split full hybrid to further improve the fuel economy.

Figure 12.20 presents the power compositions of engines and motors going through three HWFET driving cycles for both the parallel ISG mild hybrid and the split full hybrid. The engine almost exclusively provided all the power in the parallel ISG mild hybrid under the highway driving scenario. The motor functioned to retrieve kinetic energy by applying regenerative braking during vehicle deceleration. In the configuration of the split full hybrid, both the engine and Motor B provided the traction power while Motor A largely operated as a generator to charge the battery. The
FIGURE 12.18 Two HEV powertrain configuration comparisons. (a) Parallel ISG mild hybrid configuration and (b) Split full hybrid configuration.

<table>
<thead>
<tr>
<th>Components</th>
<th>Parameters</th>
<th>Parallel ISG Mild Hybrid</th>
<th>Split Full Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chassis</td>
<td>Mass (kg)</td>
<td>1600</td>
<td>1600</td>
</tr>
<tr>
<td></td>
<td>Front weight ratio</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>Center of gravity height (m)</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Wheel</td>
<td>Radius (m)</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Rolling resistance coefficient</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>Engine</td>
<td>Maximum power (kW)</td>
<td>115</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Maximum torque (Nm)</td>
<td>220</td>
<td>123</td>
</tr>
<tr>
<td>Motor</td>
<td>Maximum power (kW)</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td>Maximum torque (Nm)</td>
<td>140</td>
<td>200</td>
</tr>
<tr>
<td>Final drive</td>
<td>Final drive ratio</td>
<td>3.63</td>
<td>4.113</td>
</tr>
<tr>
<td>Mechanical accessory</td>
<td>Power (W)</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Electrical accessory</td>
<td>Power (W)</td>
<td>217</td>
<td>217</td>
</tr>
</tbody>
</table>
### TABLE 12.5
Simulation Result Comparisons

<table>
<thead>
<tr>
<th>Performance</th>
<th>UDDS</th>
<th></th>
<th>HWFET</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Parallel ISG</td>
<td>Mild Hybrid</td>
<td>Split Full</td>
<td>Parallel ISG</td>
</tr>
<tr>
<td>Distance (mile)</td>
<td>22.33</td>
<td>22.33</td>
<td>30.76</td>
<td>30.76</td>
</tr>
<tr>
<td>Fuel consumption (gallon)</td>
<td>0.64</td>
<td>0.32</td>
<td>0.68</td>
<td>0.48</td>
</tr>
<tr>
<td>Fuel economy (mile/gallon)</td>
<td>35.23</td>
<td>69.83</td>
<td>45.06</td>
<td>63.04</td>
</tr>
<tr>
<td>Engine average efficiency</td>
<td>23.95</td>
<td>34.25</td>
<td>26.98</td>
<td>35.03</td>
</tr>
<tr>
<td>Regenerative braking</td>
<td>59.75</td>
<td>72.22</td>
<td>68.55</td>
<td>74.83</td>
</tr>
<tr>
<td>recovered percentage (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Graph](image1.png)

**FIGURE 12.19** Engine and motor output power under UDDS driving cycles. (a) Parallel ISG mild hybrid and (b) Split full hybrid.

![Graph](image2.png)

**FIGURE 12.20** Engine and motor output power under HWFET driving cycles. (a) Parallel ISG mild hybrid and (b) Split full hybrid.
motors could also switch their operation roles so that Motor A functioned to retrieve regenerative braking energy while motor B operated in the motoring mode.

**QUESTIONS**

12.1 Consider the NEDC driving cycle and calculate the theoretical energy requirement of the vehicle shown in Table 12.2. To perform this study, initially assume that the test vehicle is a parallel hybrid electric vehicle with 30% electrical and 70% IC engine-based propulsion system and is driven in a flat road (the peak power of the propulsion system is 200 kW). Following that, consider that the test vehicle is a series hybrid electric vehicle and perform the same study. From the obtained results, compare all three results to identify the suitable vehicle technology for this driving condition.

12.2 Table 12.6 shows the time–velocity information of a sample driving cycle. Consider a conventional vehicle with the vehicle parameters shown in Table 12.2 and calculate the peak power and energy requirement of the vehicle to achieve this driving cycle. To

---

**TABLE 12.6**

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>Velocity (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>26</td>
</tr>
<tr>
<td>17</td>
<td>26</td>
</tr>
<tr>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>44</td>
<td>30</td>
</tr>
<tr>
<td>59</td>
<td>30</td>
</tr>
<tr>
<td>63</td>
<td>23</td>
</tr>
<tr>
<td>83</td>
<td>23</td>
</tr>
<tr>
<td>89</td>
<td>0</td>
</tr>
<tr>
<td>99</td>
<td>0</td>
</tr>
<tr>
<td>105</td>
<td>22</td>
</tr>
<tr>
<td>115</td>
<td>22</td>
</tr>
<tr>
<td>122</td>
<td>0</td>
</tr>
<tr>
<td>137</td>
<td>0</td>
</tr>
<tr>
<td>143</td>
<td>20</td>
</tr>
<tr>
<td>153</td>
<td>20</td>
</tr>
<tr>
<td>160</td>
<td>0</td>
</tr>
<tr>
<td>170</td>
<td>0</td>
</tr>
<tr>
<td>179</td>
<td>27</td>
</tr>
<tr>
<td>194</td>
<td>30</td>
</tr>
<tr>
<td>198</td>
<td>23</td>
</tr>
<tr>
<td>218</td>
<td>23</td>
</tr>
<tr>
<td>224</td>
<td>0</td>
</tr>
<tr>
<td>234</td>
<td>0</td>
</tr>
<tr>
<td>240</td>
<td>22</td>
</tr>
<tr>
<td>250</td>
<td>20</td>
</tr>
<tr>
<td>257</td>
<td>0</td>
</tr>
<tr>
<td>272</td>
<td>0</td>
</tr>
<tr>
<td>278</td>
<td>20</td>
</tr>
<tr>
<td>288</td>
<td>20</td>
</tr>
<tr>
<td>295</td>
<td>0</td>
</tr>
</tbody>
</table>
Hybrid Electric Vehicles

perform the analyses, assume a flat road driving condition. Also, assume that the idling power of the vehicle is equivalent to 15% of the peak power.

a. From this analysis, calculate the acceleration energy requirement, energy dissipated during braking, energy wasted during idling mode of the vehicle, and the total energy requirement of the vehicle to achieve this driving cycle.

b. Consider a different road condition, where the first 50% of the driving distance is a continuous uphill road with the inclination angle of 3° to ground and the following 50% of the driving distance is a continuous downhill with the same inclination angle. Based on this information, calculate the acceleration energy requirement, energy dissipated during braking, energy wasted during idling mode of the vehicle, and total energy requirement of the vehicle to achieve this driving cycle.

c. From the results obtained in the above two studies, determine the theoretical electric propulsion system requirement for a hybrid electric vehicle to recover the braking energy of the vehicle in both road conditions.
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13.1 INTRODUCTION

As the demand for energy drastically increased in the twentieth century, fossil fuels became the main source of energy due to convenience and cost. Over the years, however, the price of oil and problems caused by pollution have increased considerably, putting pressure on governments and industries to invest on other solutions to replace fossil fuels. Consequently, interest in other means of transportation, such as plug-in hybrid electric vehicles (PHEVs) and electric vehicles (EVs), has increased again.

EV technology has existed since the early 1900s. However, the high cost and low energy density of available energy storage systems, primarily batteries, along with the very low cost of oil, had limited the interest in EV and PHEV. Recent innovations in lithium-ion batteries, higher price of gas, and air pollution associated with fossil fuels have significantly impacted the alternative transportation industry.

As a result, PHEVs and EVs are an emerging trend in automotive circles, and consumer’s interest is growing rapidly. With the development of PHEVs and EVs, battery chargers for automotive applications are also becoming an essential part of transportation electrification. In addition, the improvement of overall charger efficiency and cost are critical for the emergence and acceptance of these vehicular technologies; as the charger efficiency increases, the charge time and utility cost decreases.

In this chapter, several conventional PHEV charger front-end AC–DC converter topologies and isolated DC–DC topologies are reviewed. Considerations to improve the efficiency and performance, which is critical to minimize the charger size, charging time, and the amount and cost of electricity drawn from the utility, are discussed. A detailed practical example along with an analytical model for these topologies is developed, along with various questions and homework assignments at the end of the chapter.

13.2 CHARGER CLASSIFICATION AND STANDARDS

A PHEV is a hybrid vehicle with a storage system that can be recharged by connecting a plug to an external electric power source through an AC or DC charging system. The AC charging system is commonly an on-board charger mounted inside the vehicle and is connected to the grid. The DC charging system is commonly an off-board charger mounted at fixed locations, supplying required regulated DC power directly to the batteries inside the vehicle.

13.2.1 AC CHARGING SYSTEMS

The charging AC outlet inevitably needs an on-board AC–DC charger with a power factor correction (PFC). Table 13.1 illustrates charge method electrical ratings according to SAE EV AC charging power levels.

These chargers are classified by the level of power they can provide to the battery pack [1]:

- Level 1: Common household circuit, rated up to 120 V AC and up to 16 A. These chargers use the standard three-prong household connection, and they are usually considered portable equipment.
- Level 2: Permanently wired electric vehicle supply equipment (EVSE) used especially for electric vehicle charging; rated up to 240 V AC, up to 60 A, and up to 14.4 kW.
• Level 3: Permanently wired EVSE used especially for electric vehicle charging; rated greater than 14.4 kW. Fast chargers are rated as level 3, but not all level 3 chargers are fast chargers. This designation depends on the size of the battery pack to be charged and how much time is required to charge the battery pack. A charger can be considered a fast charger if it can charge an average electric vehicle battery pack in 30 min or less.

In summary

• AC chargers are commonly on-board the vehicle
  • AC is supplied to the vehicle
  • Charger supplies DC to the battery
  • Must be automotive-grade components
• Considerations for reliability, thermal cycling, vibration, lifetime/warranty, and so on
• High cost to produce and low profit margins for suppliers
• AC levels 1 and 2 are the dominant technologies in production today

13.2.2 DC Charging Systems

The DC charging systems are mounted at fixed locations, like the garage or dedicated charging stations. Built with dedicated wiring, these chargers can handle much more power and can charge the batteries more quickly. However, as the output of these chargers is DC, each battery system requires the output to be changed for that car. Modern charging stations have a system for identifying the voltage of the battery pack and adjusting accordingly. Table 13.2 illustrates charge method electrical ratings according to SAE EV DC charging power levels.

These chargers are classified by the level of power they can provide to the battery pack [1]:

• Level 1: Permanently wired EVSE includes the charger; rated 200–450 V DC, up to 80 A, and up to 36 kW

<table>
<thead>
<tr>
<th>Charge Method</th>
<th>Supplied DC Voltage Range</th>
<th>Maximum Current</th>
<th>Power Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC level 1</td>
<td>200–450 V DC</td>
<td>≤80 A DC</td>
<td>≤36 kW</td>
</tr>
<tr>
<td>DC level 2</td>
<td>200–450 V DC</td>
<td>≤200 A DC</td>
<td>≤90 kW</td>
</tr>
<tr>
<td>DC level 3</td>
<td>200–600 V DC</td>
<td>≤400 A DC</td>
<td>≤240 kW</td>
</tr>
</tbody>
</table>
• Level 2: Permanently wired EVSE includes the charger; rated 200–450 V DC, up to 200 A, and up to 90 kW
• Level 3: Permanently wired EVSE includes the charger; rated 200–600 V DC, up to 400 A, and up to 240 kW

In summary

• DC chargers are off-board (not in the vehicle)
  • AC supplied to a charging box
  • Charger supplies DC to the vehicle
• Consumer-grade components
  • Considerations for reliability, thermal cycling, vibration, and so on not as demanding
  • Lower cost to produce and potentially increased profit margins
• DC level 3 Tesla superchargers limited availability
• EVSE includes an off-board charger

13.3 CHARGER REQUIREMENTS

Several considerations and regulatory standards must be met. The charger must comply with the following standards for safety:

• UL 2202: EV Charging System Equipment
• IEC 60950: Safety of Information Technology Equipment
• IEC 61000: Electromagnetic compatibility (EMC)
• ECE R100: Protection against Electric Shock
• ISO 6469-3: Electric Road Vehicles—Safety Specifications—Part 3: Protection of Persons against Electric Hazards
• ISO 26262: Road Vehicles—Functional Safety
• SAE J2929: Electric and Hybrid Vehicle Propulsion Battery System Safety Standard

In addition, it may be affected by high temperatures, vibration, dust, and other parameters, which comprise the operating environment. Therefore, the charger must meet the following operating environment:

• Engine compartment capable
• IP6K9K, IP6K7 protection class
• −40°C to 105°C ambient air temperature
• −40°C to 70°C liquid coolant temperature

The input and output requirements for a level 2, 3.3 kW charger are also given below.

Input:

• Input voltage range: 85–265 VAC
• Input frequency range: 45–70 Hz
• Input current: 16 ARMS max
• Power factor: ≥0.98
Output:

- Output voltage range: 170–440 V DC
- Output power: 3.3 kW max
- Output current: 12 A DC max
- High efficiency: >94%

13.4 TOPOLOGY SELECTION FOR LEVEL 1 AND 2 AC CHARGERS

The front-end AC–DC converter is a key component of the charger system. A variety of circuit topologies and control methods have been developed for the PFC application [2,3]. The single-phase active PFC techniques can be divided into two categories: the single-stage approach and the two-stage approach. The single-stage approach is suitable for low-power applications. In addition, owing to large low-frequency ripple in the output current, only lead acid batteries are chargeable. Furthermore, galvanic isolation is required in on-board battery chargers in order to meet the double fault protection for the safety of the users of PHEV. Therefore, the two-stage approach is the proper candidate for PHEV battery chargers, where the power rating is relatively high, and lithium-ion batteries are used as the main energy storage system. The front-end PFC section is then followed by a DC–DC section to complete the charger system.

Figure 13.1 illustrates a simplified block diagram of a universal input two-stage battery charger used for PHEVs and EVs.

The PFC stage rectifies the input AC voltage and transfers it into a regulated intermediate DC link bus. At the same time, PFC function is achieved. The following DC–DC stage then converts the DC bus voltage into a regulated output DC voltage for charging batteries, which is required to meet the regulation and transient requirements.

13.4.1 FRONT-END AC–DC CONVERTER TOPOLOGIES

As a key component of a charger system, the front-end AC–DC converter must achieve high efficiency and high power density. Additionally, to meet the efficiency and power factor requirements and regulatory standards for the AC supply mains, PFC is essential.

As the adoption rate of these vehicles increases, the stress on the utility grid is projected to increase significantly at times of peak demand. Therefore, efficient and high power factor charging is critical in order to minimize the utility load stress, and reduce the charging time. In addition, a high power factor is needed to limit the input current harmonics drawn by these chargers and to meet regulatory standards, such as IEC 1000-3-2 [4].

According to the requirements of input current harmonics and output voltage regulation, a front-end converter is normally implemented by a PFC stage. Conventionally, most of the power conversion equipment employs either a diode rectifier or a thyristor rectifier with a bulk capacitor to

FIGURE 13.1 Simplified system block diagram of a universal on-board two-stage battery charger.
convert AC voltage to DC voltage before processing it. Such rectifiers produce input current with rich harmonic content, which pollute the power system and the utility lines. Power quality is becoming a major concern for many electrical users.

The simplest form of PFC is passive (passive PFC). A passive PFC uses a filter at the AC input to correct poor power factor. The passive PFC circuitry uses only passive components—an inductor and some capacitors. Although pleasantly simple and robust, a passive PFC rarely achieves low total harmonic distortion (THD). Furthermore, because the circuit operates at the low line power frequency of 50 or 60 Hz, the passive elements are normally bulky and heavy. Figure 13.2 shows input voltage and current for a passive PFC and the harmonic spectrum of input current.

The input power factor (PF) is defined as the ratio of the real power over apparent power as

\[
\text{Power factor (PF)} = \frac{\text{Real power (W)}}{\text{Apparent power (VA)}}
\]  

(13.1)

Assuming an ideal sinusoidal input voltage source, the power factor can be expressed as the product of two factors, the distortion factor and the displacement factor, given as

![Figure 13.2](https://www.electronicbo.com)

**FIGURE 13.2** Passive power factor correction AC main voltage and current waveforms. (a) Input voltage and input current. (b) Harmonic spectrum of input current.
The distortion factor, \(K_d\), is the ratio of the fundamental root mean square (RMS) current to the total RMS current.

\[
PF = K_d K_0
\]  

(13.2)

The distortion factor, \(K_d\), is the ratio of the fundamental root mean square (RMS) current to the total RMS current.

\[K_d = \frac{I_{1\text{rms}}}{I_{\text{rms}}}\]  

(13.3)

\[K_\theta = \cos \theta_1\]  

(13.4)

where \(I_{1\text{rms}}\) is the fundamental component of the line current, \(I_{\text{rms}}\) is the total line current, and \(\theta_1\) is the phase shift of the current fundamental relative to the sinusoidal line voltage.

The distortion factor is close to unity, even for waveforms with noticeable distortion; therefore, it is not a very convenient measure of distortion for practical use. The distortion factor is uniquely related to another figure of merit: the THD.

\[\text{THD} = \sqrt{\frac{I_{\text{rms}}^2 - I_{1\text{rms}}^2}{I_{1\text{rms}}^2}}\]  

(13.5)

\[K_d = \sqrt{\frac{1}{1 + \text{THD}^2}}\]  

(13.6)

\(K_d\) is regulated by IEC 1000-3-2 for lower power levels and by IEEE Std 519-1992 [5] for higher power levels, where \(K_\theta\) is regulated by utility companies.

Significant reduction of current harmonics in single-phase circuits can only be achieved by using rectifiers based on pulse width modulated (PWM) switching converters. These converters can be designed to emulate a resistive load and, therefore, produce very little distortion of the current. By using PWM or other modulation techniques, these converters draw a nearly sinusoidal current from the AC line in phase with the line voltage. As a result, the rectifier operates with very low current harmonic distortion and very high, practically unity power factor. This technique is commonly known as PFC. As a result of this research, the existing PFC technology based on the boost converter topology with average-current-mode control was significantly improved. The proposed improvements allowed an extended range of operating conditions and additional functionality. The following section illustrates several common PFC topologies suitable for PHEV charger applications.

13.4.1.1 Conventional Boost PFC Converter

The conventional boost topology is the most popular topology for PFC applications. It uses a dedicated diode bridge to rectify the AC input voltage to DC, which is then followed by the boost section, as shown in Figure 13.3.

In this topology, the output capacitor ripple current is very high and is the difference between diode current and the DC output current. Furthermore, as the power level increases, the diode bridge losses significantly degrade the efficiency, so dealing with the heat dissipation in a limited area
becomes problematic. The inductor volume also becomes a problematic design issue at high power. Another challenge is the power rating limitation for current sense resistors at high power.

13.4.1.2 Interleaved Boost PFC Converter
The interleaved boost converter, illustrated in Figure 13.4, consists of two boost converters in parallel operating at 180° out of phase [6–8].

The input current is the sum of the two input inductor currents. Because the inductors’ ripple currents are out of phase, they tend to cancel each other and reduce the input ripple current caused by the boost switching action. The interleaved boost converter has the advantage of paralleled semiconductors. Furthermore, by switching 180° out of phase, it doubles the effective switching frequency and introduces smaller input current ripple, so the input EMI filter is relatively small [9,10]. With ripple cancellation at the output, it also reduces stress on output capacitors.

13.4.1.3 Bridgeless Boost PFC Converter
The bridgeless boost topology, illustrated in Figure 13.5, is the second topology considered for this application. The gates of the powertrain switches are tied together, so the gating signals are identical, as is illustrated in Figure 13.6. It avoids the need for the rectifier input bridge, yet maintains
the classic boost topology [11–14]. It is an attractive solution for applications >1 kW, where power density and efficiency are important. The bridgeless boost converter, also known as dual-boost PFC converter, solves the problem of heat management in the input rectifier diode bridge, but it introduces increased electromagnetic interference (EMI) [15–17]. This is because the amplitude of the noise source applied to the stray capacitor from high-voltage DC bus and power ground is a lot higher in bridgeless PFC; as a result, the common mode (CM) noise generated by bridgeless PFC is much higher than conventional boost PFC topology. Another disadvantage of this topology is the floating input line with respect to the PFC stage ground, which makes it impossible to sense the input voltage without a low-frequency transformer or an optical coupler.

13.4.1.4 Dual-Boost PFC Converter

The dual-boost converter, illustrated in Figure 13.7, is an alternative adaptation of the bridgeless boost topology [18]. In this topology, the MOSFET gates are decoupled, enabling one of the switches to remain on and operate as a synchronous MOSFET for half-line cycle. Figure 13.8 illustrates the gating scheme for a dual-boost PFC topology. The dual-boost topology reduces gate loss, and at light loads, conduction loss can be reduced until the voltage drop across the MOSFET channel $R_{DS(ON)}$ becomes equal to the voltage drop across the MOSFET body diode, at which point any additional current conducts through the body diode. The light load efficiency improvement comes at the expense of the cost of an additional driver and increased controller complexity.

13.4.1.5 Semi-Bridgeless Boost PFC Converter

The semi-bridgeless configuration, shown in Figure 13.9, includes the conventional bridgeless topology with two additional slow diodes, Da and Db, that connect the input to the PFC ground [19]. The slow diodes were added to address EMI-related issues [15,16]. The current does not always return through these diodes, so their associated conduction losses are low. This occurs since the inductors exhibit low impedance at the line frequency, so a large portion of the current flows through the MOSFET intrinsic body diodes. The semi-bridgeless configuration also resolves the floating input line problem with respect to the PFC stage ground. The topology change enables input voltage sensing using a string of simple voltage dividers.

![Figure 13.6](image1.png)

**FIGURE 13.6** Gating scheme for the bridgeless PFC boost topology illustrating the identical gating signals for both MOSFETs.

![Figure 13.7](image2.png)

**FIGURE 13.7** Dual-boost PFC topology.
13.4.1.6 Bridgeless Interleaved Boost PFC Converter

The bridgeless interleaved topology, shown in Figure 13.10, was proposed as a solution to operate at power levels above 3.5 kW. In comparison to the interleaved boost PFC, it introduces two MOSFETs and also replaces four slow diodes with two fast diodes. The gating signals are 180° out of phase, similar to the interleaved boost. A detailed converter description and steady-state operation analysis are given in Reference 20. This converter topology shows a high input power factor, high efficiency over the entire load range, and low input current harmonics.

Since the proposed topology shows high input power factor, high efficiency over the entire load range, and low input current harmonics, it is a potential option for single-phase PFC in high-power level 2 battery charging applications.

FIGURE 13.8 Gating scheme for the dual-boost PFC topology illustrating half-line cycle synchronous rectification.

FIGURE 13.9 Semi-bridgeless PFC boost topology.

FIGURE 13.10 Bridgeless interleaved PFC boost converter. (From F. Musavi; W. Eberle; W.G. Dunford, IEEE Transactions on Industry Applications, 47, July/August 2011.)
13.4.2 ISOLATED DC–DC CONVERTER TOPOLOGIES

Many high-efficiency full-bridge DC–DC converter solutions have been proposed that are potential candidates for the isolated DC–DC converter in a PHEV charger. The DC–DC converter requirements for battery chargers are

- Galvanic isolation (regulatory requirement)
- Suitable for high power (>1 kW)
- High efficiency (>95%)
- Soft-switching (ZVS and zero current switching (ZCS)) (>100 kHz operation)
- Low EMI
- Low output voltage/current ripple (avoid battery heating)
- Small size
- Cost effective

13.4.2.1 Zero Voltage Switching Full-Bridge Phase-Shifted Converter

The phase-shifted zero voltage switching (ZVS) PWM DC-to-DC full-bridge converter, illustrated in Figure 13.11, was presented in References 21–23. ZVS for the switches is realized by using the leakage inductance of the transformer in addition to an external inductor and the output capacitance of the switch.

There are several issues with this topology. Although various improvements have been suggested for this converter, these solutions increase the component count and suffer from one or more disadvantages, including a limited ZVS range, high-voltage ringing on the secondary-side rectifier diodes, or duty cycle loss. The wide ZVS range of operation is discussed in References 24 and 25, and the high-voltage ringing on the secondary-side rectifier diodes is addressed in References 26–29. Duty cycle loss is reviewed in Reference 30. A new complementary gating scheme for the full-bridge DC-to-DC PWM converter is presented in Reference 31. This gating scheme requires an additional zero voltage transition (ZVT) circuit to achieve ZVS for all the switches for a wide variation in the load current. This topology is more suitable for low output voltage, high output current applications.

13.4.2.2 Zero Voltage Switching Full-Bridge Trailing-Edge PWM Converter

The full-bridge ZVS converter with trailing-edge PWM converter presented in Figure 13.12 behaves similar to a traditional hard-switched topology, but rather than simultaneously driving the diagonal bridge switches, the lower switches (Q3 and Q4) are driven at a fixed 50% duty cycle, and the upper switches (Q1 and Q2) are PWM on the trailing edge [32].

A clamp network consisting of $D_C$, $R_C$, and $C_C$ is needed across the output rectifier to clamp the voltage ringing due to diode junction capacitance with the leakage inductance of the transformer. This DC–DC converter also suffers from duty cycle loss. Duty cycle loss occurs for converters

![FIGURE 13.11 ZVS F.B. phase-shifted DC–DC converter topology.](image-url)
requiring inductive output filters when the output rectifiers commutate, enabling all of the diodes to conduct, which effectively shorts the secondary winding. This causes a decrease in the output voltage; thus, a higher transformer turn ratio is needed, which increases the primary peak current. This topology is also more suitable for low output voltage, high output current applications.

13.4.2.3 Zero Voltage Switching Full Bridge with Capacitive Output Filter Converter

The ZVS full-bridge converter topology with capacitive output filter is illustrated in Figure 13.13. Current-fed topologies with capacitive output filter inherently minimize diode rectifier ringing since the transformer leakage inductance is effectively placed in series with the supply-side inductor [33]. In addition, high efficiency can be achieved with ZVS; in particular, the trailing-edge PWM full-bridge gating scheme proposed in Reference 34 is an attractive solution to achieve ZVS.

The converter primary-side circuit consists of a traditional full-bridge inverter, but rather than driving the diagonal bridge switches simultaneously, the lower switches (Q3 and Q4) are driven at a fixed 50% duty cycle and the upper switches (Q1 and Q2) are pulse width modulated on the trailing edge. Although the proposed converter can operate in either discontinuous conduction mode (DCM), boundary conduction mode (BCM), or continuous conduction mode (CCM), only the DCM and BCM modes are desirable.

13.4.2.4 Interleaved Zero Voltage Switching Full Bridge with Capacitive Output Filter Converter, Operating in BCM

The current-fed topologies suffer from high ripple current stress at the output filter capacitors. The interleaved ZVS full bridge with capacitive output filter converter, illustrated in Figure 13.14, reduces the input and output filtering requirements and also reduces the reverse recovery losses in the secondary rectifier diodes.

An interleaved, multicell configuration that uses two cells (each rated at 1.65 kW) in parallel (at both input and output) with each cell being phase-shifted by 180° (=360°/2) is adopted for this high-power application [35]. Owing to interleaving, each cell shares equal power and the thermal losses are distributed uniformly among the cells and also the input/output ripple is four times the switching frequency.
13.4.2.5 Interleaved Zero Voltage Switching Full Bridge with Voltage Doubler, Operating in BCM

An interleaved ZVS full bridge with voltage doubler, illustrated in Figure 13.15, is proposed to further reduce the ripple current and voltage stress on the output filter capacitors, as well as component cost reduction.

Owing to interleaving, each cell shares equal power and the thermal losses are distributed uniformly among the cells and also the input ripple is four times the switching frequency. Moreover, the output voltage doubler rectifier significantly reduces the number of secondary diodes and the voltage rating of the diodes is equal to the maximum output voltage [36].

Although the proposed converter can operate in either DCM, BCM, or CCM, only the DCM and BCM modes are desirable. Operation in CCM results in the lowest RMS currents and ZVS.

FIGURE 13.14 Interleaved ZVS F.B. trailing-edge DC–DC converter with capacitive output filter.

FIGURE 13.15 Interleaved ZVS F.B. trailing-edge DC–DC converter with voltage doubler.
can be achieved for all switches, but the high \( \frac{di}{dt} \) results in large reverse recovery losses in the secondary-side rectifier diodes and high-voltage ringing. Moreover, to operate this converter in CCM, it requires a larger resonant inductor, which also increases the transformer turns ratio and thus increases stress on the primary-side switches. Thus, this converter should be designed to operate in DCM, or BCM.

### 13.4.2.6 Full-Bridge LLC Resonant DC–DC Converter

Figure 13.16 illustrates a full-bridge LLC resonant converter. The LLC resonant converter is widely used in the telecom industry for its high efficiency at the resonant frequency and its ability to regulate the output voltage during the holdup time, where the output voltage is constant and the input voltage might drop significantly. However, the wide output voltage range requirements for a battery charger are drastically different and challenging compared to telecom applications, which operate in a narrow output voltage range.

Figure 13.17 illustrates a family of typical DC gain characteristics for an LLC converter as a function of normalized switching frequency for seven different load conditions varying from no-load to short circuit. Resonance occurs at unity gain, where the resonant capacitors and series resonant inductor are tuned.

![Full-bridge LLC resonant DC–DC converter topology.](image1)

![Typical DC gain characteristics of a LLC converter using FHA.](image2)
A detailed design procedure and resonant tank selection for LLC resonant converters in battery charging application is given in Reference 37.

13.5 TOPOLOGY SELECTION FOR LEVEL 3 CHARGERS

Level 3 chargers are mostly permanently wired EVSE used especially for electric vehicle charging and rated greater than 14.4 kW. These chargers are mainly off-board connected to a three-phase supply. Fast chargers are rated as level 3, but not all level 3 chargers are fast chargers. A charger can be considered a fast charger if it can charge an average electric vehicle battery pack in 30 min or less. This charger is also considered DC charger, since the interface between the charger and vehicle is through DC connector.

Figure 13.18 illustrates a typical block diagram for EV, PHEV charger level 3 using digital power controllers, communication devices, high-performance drivers, and interface devices [38].

![Diagram](http://www.ti.com/solution/ev_hev_charger_level_3, Texas Instrument.)
As it can be noted, the supplied voltage to the charger is three-phase 400 V AC, so it requires a three-phase PFC converter for the mains interfaces, followed by a high-power high-voltage DC–DC converter(s).

### 13.5.1 Front-End AC–DC Converter Topologies

These EV chargers, supplied from three-phase AC lines, typically require a peak power ranging from 10 to 150 kW in order to inject direct current into the battery sets at variable voltage levels according to the vehicle (50–600 V).

The three-phase unity power factor converter options for the mains interface of high-power level 3 chargers are [39,40]:

a. Three single-phase PFC converters connected in Y or Δ configuration  
   b. Buck-type three-phase PFC rectifiers  
   c. Boost-type three-phase PFC rectifiers

A simple, reliable solution would be connecting three single-phase PFC boost converters in either Y or Δ configuration.

Buck-type three-phase PFC rectifiers, also known as current source rectifiers (CSRs), are appropriate for these high-power chargers as well, as a direct connection to the DC bus could be used.

Compared to the boost-type systems, buck-type topologies provide a wider output voltage control range, while maintaining PFC capability at the input and can potentially enable direct startup, while allowing for dynamic current limitation. In addition, three-phase boost-type rectifiers generate an output voltage, which is too high to directly feed the DC bus (typical 700–800 V), requiring a step-down DC–DC converter at their output.

### 13.5.2 Isolated DC–DC Converter Topologies

The second DC–DC stage of these high-power chargers is essentially the modular building blocks consisting of solutions given in Section 13.4.2.

### 13.6 Practical Example

In this section, a practical design example for a level 2, 3.3 kW universal input two-stage PHEV battery charger, with an output voltage range of 200–450 V is given.

Figure 13.19 illustrates a 3.3 kW on-board battery charger designed by Delta-Q Technologies Corporation. The charger requirements and specifications are illustrated in Table 13.3.

A step-by-step design consideration and methodology will be reviewed in detail for both front-end PFC boost converter and isolated DC–DC converter.

#### 13.6.1 Front-End PFC Boost Converter Design

##### 13.6.1.1 Topology Selection

The first step for any converter design is topology selection. The topologies of choice for front-end PFC boost converters in level 2 chargers are discussed in Section 13.4.1.

The selected topology in this example is a two-channel interleaved boost converter, as illustrated in Figure 13.4.

The switching frequencies for the PFC and the DC-to-DC converter stages are selected to be 70 and 200 kHz, respectively. To achieve high efficiency (e.g., >97%) for the hard-switched interleaved PFC and limit the fundamental switching frequency ripple to below 150 kHz in order to meet the EMI requirements, a switching frequency of 70 kHz was selected.
In order to design the interleaved PFC converter, it can be treated as two conventional boost PFC converters with each operating at half of the load power rating. With this approach, all equations for the inductor, switch, and diode in the conventional PFC remain valid, since the stresses are unchanged with the only exception being the reduced ripple current through the output capacitors.

### 13.6.1.2 PFC Boost Converter Inductor Design

The minimum required boost inductor value in each phase for low line is given by Equation 13.7, where the minimum duty cycle at low line is defined by Equation 13.8 and $\Delta I_{L-LL}$ is the desired inductor current ripple at low line.

$$L_B = \frac{\sqrt{2}V_{in\min}D_{min\cdot LL}}{f_s\Delta I_{L-LL}} \approx 400 \mu H$$  

(13.7)

### TABLE 13.3

**Level 2, 3.3 kW Charger Requirements and Specifications**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value (Units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input AC voltage</td>
<td>85–265 (V)</td>
</tr>
<tr>
<td>Maximum input AC current</td>
<td>16 (A)</td>
</tr>
<tr>
<td>Power factor @ F.L. and 240 V input</td>
<td>99 (%)</td>
</tr>
<tr>
<td>AC input frequency</td>
<td>47–70 (Hz)</td>
</tr>
<tr>
<td>THD at full load and 240 V input</td>
<td>&lt;5 (%)</td>
</tr>
<tr>
<td>Overall charger efficiency</td>
<td>Up to 94 (%)</td>
</tr>
<tr>
<td>Output DC voltage range</td>
<td>200–450 (V)</td>
</tr>
<tr>
<td>Maximum output DC current</td>
<td>11 (A)</td>
</tr>
<tr>
<td>Maximum output power</td>
<td>3.3 (kW)</td>
</tr>
<tr>
<td>Output voltage ripple</td>
<td>&lt;2 (Vp-p)</td>
</tr>
<tr>
<td>Cooling</td>
<td>Liquid</td>
</tr>
<tr>
<td>Dimensions</td>
<td>273 × 200 × 100 (mm)</td>
</tr>
<tr>
<td>Mass/volume</td>
<td>6.2 (kg)/5.46 (L)</td>
</tr>
<tr>
<td>Operating temperature</td>
<td>-40°C to +105°C ambient</td>
</tr>
<tr>
<td>Coolant temperature</td>
<td>-40°C to +70°C</td>
</tr>
</tbody>
</table>
\[ D_{\text{min, LL}} = 1 - \frac{\sqrt{2} V_{\text{in, min}}}{V_{\text{PFC, bus}}} \sin\left( \frac{\pi}{2} \right) \]  

(13.8)

13.6.1.3 PFC Bus Capacitor Selection

The PFC bus capacitor is determined by Equation 13.9, where the maximum holdup time required for the PFC bus is given by Equation 13.10 and \( \Delta V_{\text{PFC-bus}} \) is the intended low-frequency ripple across the PFC bus capacitor:

\[ C_{\text{PFC}} = \frac{2 P_o T_{\text{Hold, Up}}}{V_{\text{PFC, bus}}^2 - (V_{\text{PFC, bus}} - \Delta V_{\text{PFC, bus}})^2} \]  

(13.9)

\[ T_{\text{Hold, Up}} = \frac{1}{4} \frac{1}{2 f_{\text{Line}}} \]  

(13.10)

In addition to the capacitor value, the capacitor ripple current handling must be considered as well. The high-frequency ripple current in the PFC capacitor is given by Equation 13.11, where \( I_o \) is given by Equation 13.12 and \( \eta_{\text{PFC}} \) is the efficiency of the PFC stage.

\[ I_{C, \text{HF}} = I_o \sqrt{\frac{16 V_{\text{PFC, bus}}}{6 \pi \sqrt{2} V_{\text{in, min}}} - \eta_{\text{PFC}}^2} \]  

(13.11)

\[ I_o = \frac{P_o}{V_{\text{PFC, bus}}} \]  

(13.12)

The low-frequency ripple current in the PFC capacitor is given by Equation 13.13.

\[ I_{C, \text{LF}} = \frac{I_o}{2} \]  

(13.13)

13.6.2 Isolated DC–DC Converter Design

13.6.2.1 Topology Selection

The topologies of choice for front-end PFC boost converters in level 2 chargers are discussed in Section 13.4.2. The selected topology in this example is a full-bridge ZVS converter with trailing-edge PWM converter, as illustrated in Figure 13.12.

The full-bridge DC–DC converter was designed to operate at a PFC bus voltage, \( V_{\text{PFC}} \), of 400 V and an output voltage, \( V_o \), of 400 V at full load. Initially, a peak-to-peak output ripple current, \( \Delta I_o \), of 1 A was assumed. Including dead-time and duty cycle loss, an effective duty cycle of 0.75 was assumed.

13.6.2.2 Transformer Design

Following the assumptions made, the transformer turns ratio is determined to be 0.75 using Equation 13.14.

\[ n_t = \frac{D_{\text{eff}} V_{\text{in}}}{V_o} \]  

(13.14)

A custom planar-type ferrite transformer was designed using turns ratio of 12(Np):16(Ns).
13.6.2.3 Output Filter Inductor Design
An output filter inductor value of 400 $\mu$H was selected using Equation 13.14.

$$L_o = \frac{(V_m/n_i - V_o)D_{eff}}{\Delta I_d 2 f_s}$$  \hspace{1cm} (13.15)

13.6.2.4 Resonant Inductor Design
The calculated resonant inductor is given in Equation 13.16. A 6-$\mu$H resonant inductor was selected, which is smaller as compared to the value calculated using Equation 13.16. A toroidal (iron powder core) inductor was used to obtain 4 $\mu$H and an additional 2 $\mu$H was obtained using the transformer leakage inductance.

$$L_r = \frac{n_i V_m (1 - D_{eff})}{4 \Delta I_d f_s} = 8 \mu H$$  \hspace{1cm} (13.16)

13.7 WIRELESS CHARGERS
13.7.1 Introduction
On-board chargers are burdened by the need for a cable-and-plug charger, galvanic isolation of the on-board electronics, the size and weight of the charger, and safety and issues with operating in rain and snow. Wireless power transfer (WPT) is an approach that provides a means to address these problems and offers the consumers a seamless and convenient alternative to charging conductively. In addition, it provides an inherent electrical isolation and reduces on-board charging cost, weight, and volume [41].

A typical closed-loop inductive WPT charging system is illustrated in Figure 13.20 [42,43]. The basic principle of inductive WPT charging is that the two halves of the inductive coupling interface consist of the primary and secondary of a two-part transformer. The charger converts the low-frequency AC utility power to high-frequency AC power in the power conversion stage. The secondary side wirelessly receives high-frequency AC from the charger, which is converted to DC by a rectifier, which then supplies the battery pack.

A two-part transformer behaves like mutual-inductively coupled or magnetically coupled inductors configured such that a change in current flow through one winding induces a voltage across the ends of the other winding through electromagnetic induction, as shown in Figure 13.21.

The inductive coupling between two conductors is given by Equations 13.7 and 13.8.

$$v_i = L_1 \frac{di_1}{dt} + M \frac{di_2}{dt}$$  \hspace{1cm} (13.17)

FIGURE 13.20 Typical closed-loop WPT charging systems.
In Equations 13.7 and 13.8, \( M \) denotes the mutual inductance, as given by Equation 13.9, where \( k \) is the coupling coefficient of the windings, or the quality of the magnetic circuit.

\[
M = k \sqrt{L_1 L_2}
\]  
(13.19)

For a current \( I_1 \) in \( L_1 \), the open circuit voltage induced in \( L_2 \) is given by Equation 13.10.

\[
V_{OC} = \omega M I_1
\]  
(13.20)

With a short circuit on the right-hand side, the current is given by Equation 13.11.

\[
I_{SC} = \frac{V_{OC}}{\omega L_1} = I_1 \frac{M}{L_2}
\]  
(13.21)

When the system is tuned at the operating frequency with a capacitor, the available power is \( V_{OC} I_{SC} \) multiplied by the circuit tuning resonant factor \( Q \), and is given by Equation 13.12, where \( Q \) is given by Equation 13.13 [44].

\[
P = \omega \frac{M^2}{L_2} I_1^2 Q = \omega L_4 I_1 I_1 \frac{M^2}{L_1 L_2} Q = V_i I_1 k^2 Q
\]  
(13.22)

\[
Q = \frac{\omega L}{R_L}
\]  
(13.23)

In Equation 13.12, the first two terms are the input voltage and current, the third term is the magnetic coupling factor, and the final term is the secondary circuit \( Q \). The power that an inductive WPT system can produce is therefore dependent on the input voltage–ampere product (VA) to the primary pad, the quality of the magnetic circuit \( (k) \), and the quality of the secondary electric circuit \( (Q) \).

### 13.7.2 Inductive Charging

In the 1990s, electric vehicles used inductive charging. An inductive charger uses mutual inductance to transfer electrical energy from the source to the vehicle. This works much the way a transformer works. In this system, an insulated paddle containing an electrically energized primary coil is brought close to a secondary coil within the vehicle. The magnetic field of the primary coil then induces a charge in the secondary coil.
The charging paddle (the primary coil) of the Magne Charge inductively coupled charger was sealed in epoxy as was the secondary. The paddle inserted into the center of the secondary coil permitted charging of the EV1 without any contacts or connectors at either 6.6 or 50 kW. It should be noted that this system is connectorless, but not wireless.

The equivalent circuit parameters at the charge coupling interface for an IPT charger are shown in Figure 13.22.

### 13.7.3 Resonant Inductive Charging

Resonant inductive power transfer (RIPT) is the most popular current WPT technology [45,46]. It was pioneered by Nikola Tesla and has recently become popular again, enabled by modern electronic components. This technique uses two or more tuned resonant tanks resonating at the same frequency [47].

A typical schematic of an RIPT system is illustrated in Figure 13.23. The receiver and transmitter contain resonant capacitors, $C_p$ and $C_s$. Various resonant compensation topologies are proposed in Reference 48. As noted in Reference 47, the primary functions of the resonant circuits include:

- Maximizing the transferred power
- Optimizing the transmission efficiency
- Controlling the transmitted power by frequency variation
- Creating a certain source characteristic (current or voltage source)
- Compensating variation of the magnetic coupling
- Compensating the magnetizing current in the transmitter coil to reduce generator losses
- Matching the transmitter coil impedance to the generator
- Suppressing higher harmonics from the generator

Efficient resonant magnetic power coupling can be achieved at distances up to approximately 40 cm. RIPT systems have several advantages over IPT, including increased range, reduced EMI, higher-frequency operation, resonant switching of the inverter and receiver rectification circuitry, and higher efficiency. However, the main advantage of this concept is that the operating frequency is in the kHz range, which can be supported by current state-of-the-art power electronics technologies.

---

**FIGURE 13.22** Inductive interface (paddle) equivalent circuit.

**FIGURE 13.23** Simplified typical schematic of a resonant inductive charger.
13.7.4 \textbf{Roadway/On-Line Charging}

The application of RIPT technology in public transit systems has been proposed in References 49–58. An on-line wireless power transfer system (OLPT) is illustrated in Figure 13.24. The concept is similar to RIPT; however, a lower resonant frequency is used and the technology has the potential for application at high power levels. Technologically, the primary coil is spread out over an area on the roadway and the power transfer happens at multiple locations within this area. Typically, the combination of the input side of the resonant converter along with the distributed primary windings is called the track and is on the road, and the secondary is called the pickup coil, which is in the vehicle. The system is supplied by a three-phase AC system, or high-voltage DC system. Considering both the short range of EVs and the associated cost of infrastructure, the feasibility of these charging systems might be unfavorable. However, one benefit is that due to frequent and convenient charging, vehicles can be built with a minimal battery capacity (about 20\% compared to that of the conventional battery-powered electric vehicles), which can consequently minimize the weight and the price of the vehicle [56].

**QUESTIONS AND PROBLEMS**

13.1 What are the differences between AC charger and DC charger systems?
13.2 What are the classifications of chargers based on their power level?
13.3 What are the most common topologies for front-end AC–DC converters in a level 2 charger?
13.4 What are the most common topologies for front-end DC–DC converters in a level 2 charger?
13.5 Derive a formula to show the relationship between PF and THD.
13.6 In a conventional PFC boost converter operating in CCM, consider all components to be ideal. Let $V_{in} = 85–265$ V, $V_o = 400$ V (regulated), $P_o = 1650$ W, and $f_s = 70$ kHz. Calculate $L_{min}$, low-frequency and high-frequency ripple current in the output capacitors, and the capacitance value if the desired low-frequency voltage ripple at the output is assumed to be 10\% of nominal output voltage.
13.7 Repeat problem 13.6 for a bridgeless boost converter and $P_o = 3300$ W.
13.8 In a ZVS full-bridge DC–DC converter topology with capacitive output filter, what are the modes of operation to be considered? Let $V_{in} = 400$ V, $V_o = 200–450$ V, $f_s = 200$ kHz, and $P_o = 3300$ W. Calculate $L_{R_{min}}$, low-frequency and high-frequency ripple current in the output capacitors, and the capacitance value if the desired low-frequency voltage ripple at the output is assumed to be 2\% of nominal output voltage (300 V).
13.9 Use the parameters given in problem 13.8 for an LLC resonant DC–DC converter. Find the operating frequency range, resonant tank component values, and low-frequency and high-frequency ripple current in the output capacitors, and the capacitance value if the desired low-frequency voltage ripple at the output is assumed to be 2\% of nominal output voltage (300 V).
13.10 Using PSIM, connect the converter in problems 13.7 and 13.9 and simulate the whole system, and verify both the high-frequency and low-frequency ripple currents through the DC link capacitor. Compare your results with the values calculated in problems 13.7 and 13.9.
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14.1 INTRODUCTION

Plug-in hybrid electric vehicle (PHEV) is another type of emerging vehicle that combines alternative fuels to displace the oil consumptions in conventional vehicles. As the name suggests, PHEVs are a special type of hybrid electric vehicles (HEVs). Similar to HEVs, PHEVs integrate the electric power path with the mechanical power path by using both conventional combustion engines (ICE) and electric machines. They can also be charged directly by plugging the wire into the wall to get power from the grid (hence the name).

The differences between PHEVs and HEVs primarily lie in battery capacity and recharging methods. PHEVs are equipped with larger battery capacities that are capable of operating on battery power alone for a considerable range, which is called all-electric driving range. Typically, this
all-electric range (AER) is designed to meet the daily driving requirements of PHEV owners, especially city drivers and suburban commuters. It is estimated that in Europe, 50% of trips are less than 10 km (6.25 miles) and 80% of trips are less than 25 km (15 miles). In the United Kingdom, 97% of trips are less than 80 km (50 miles). In the United States, about 60% of vehicles are driven less than 50 km (31.25 miles) daily, and about 85% are driven less than 100 km (60 miles). Therefore, a PHEV with an electric range of 60 miles would meet most of the trip range requirements in Europe and America, which is denoted as PHEV-60 (or PHEV-100 km). Figure 14.1 shows the typical U.S. daily travel distance distributions.

In addition, Figure 14.2 plots the single-trip distance within the day trips published by the 1995 National Household Travel Survey in the United States that combined the survey results for more than 400 thousand interviewees.

It is apparent that the majority of the single-trip travel distance lies less than 10 miles per trip, which is kept well within the AER of almost all the PHEVs. In between any of the two trips, it is possible to recharge the vehicle batteries at home, at work, at the parking lots in front of the grocery stores, at the electric charging station in public, and so on.

The battery-recharging capability in PHEVs by plugging the vehicle directly into external electric power outlets makes another major difference compared to HEVs. This is also the key benefit of PHEVs since petroleum is no longer the only fuel source for the vehicle. In fact, electricity serves the larger part of the energy supply in PHEVs and thus, the energy dependence on petroleum products is greatly reduced. Typically, the electric energy comes from the electrical grids, which might be a selection from conventional coal energy, nuclear energy, or the renewable energies such as wind energy and solar energy. Depending on how energy is generated at different regions, different levels of well-to-wheel fuel economy and emission reductions can be achieved. Thus, compared with conventional ICEs that exclusively rely on petroleum fuel, PHEVs offer the option to choose from cheap and clean energy sources that generate electricity, reducing the reliance on either petroleum energy or any other single form of energy. In the United States, the number of renewable electricity generation plants is substantially increasing as shown in Figure 14.3.

Generally speaking, PHEVs involve higher degrees of electric power portion and require higher performance from the electric power system, while the mechanical power system is reduced to a minimal level so that it can help sustain the electric power system. Table 14.1 compares PHEVs, different configurations of HEVs, and conventional vehicles.
FIGURE 14.2  Single-trip travel distance. (Adapted from Day Trips, 1995. National Personal Transportation Survey (NPTS), Research and Innovative Technology Administration, Bureau of Transportation Statistics.)


TABLE 14.1  PHEVs, Different Types of HEVs, and Conventional Vehicle Comparisons

<table>
<thead>
<tr>
<th></th>
<th>Stop and Start</th>
<th>Regenerative Braking</th>
<th>Motor Assistance</th>
<th>Electric Driving</th>
<th>External Battery Charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional vehicles</td>
<td>Mostly no</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Micro-HEVs</td>
<td>Yes</td>
<td>Minimum</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Mild HEVs</td>
<td>Yes</td>
<td>Yes</td>
<td>Minimum</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Full HEVs</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>PHEVs</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
14.2 FUNCTIONS AND BENEFITS OF PHEV

PHEVs combine the function of HEVs and electric vehicles (EVs) in a large sense, running both on electricity and liquid petroleum fuels. Large battery capacities enable PHEVs to operate in all-electric mode as much as possible, thus reducing fuel consumption with the use of cheaper and cleaner electricity. However, PHEVs still have a much shorter all-electric driving range compared with pure EVs due to battery costs, which limit battery capacities. Therefore, all-electric driving mode is mostly used within urban driving or daily commuting. After discharging the battery power to a certain low level, the engine starts to charge the battery, and the PHEV switches from operating like an EV to working as an HEV instead. Both the electric power system and the mechanical power system are utilized to supply the vehicle power, and an extended driving range is achieved in the form of hybrid operation. In addition, the range anxiety associated with EV drivers that the battery might deplete while driving is much alleviated in PHEVs since the engine provides a backup source of power and extends the driving range of PHEVs as good as other conventional gas-powered vehicles.

Similar to HEVs, PHEVs have been mainly developed to deal with the three emerging issues in the vehicle transportation sector: fossil energy security, vehicle air pollution, and climate change due to greenhouse gas (GHG) emissions.

Reducing oil consumption in the transportation sector is the primary objective for which PHEVs are designed. According to the International Energy Outlook 2010 released by the U.S. Energy Information Administration, the world’s annual oil consumption reached 495 quadrillion Btu in 2007, increasing by 36% from the 1980 level. And it is the transportation sector that accounts for the largest oil consumption and shows the largest growth in oil demand during the past few decades. Especially with the current soaring demand from developing countries, the oil consumption rate is increasing faster than ever, which can also be revealed in the substantial increase trend of the crude oil price. Figure 14.4 shows the U.S. crude oil refiner acquisition costs from 1968 to 2011.

In addition, energy security is emphasized by many nations as a major priority. Take the United States as an example, the United States reliance on imported crude oil has been declining since 2009 as shown in Figure 14.5, and the government is still urging for less-imported crude oil by producing more domestic crude oil and alternative energy as well as encouraging measures to increase vehicle fuel efficiency. The fuel efficiency standard released by the U.S. government in 2012 in collaboration with major auto manufacturers, the United Auto Workers, consumers, and environmental groups required cars and light trucks to achieve an average of 54.5 miles per gallon by 2025, saving...
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the average family an estimated $8000 at the pump and helping the United States halfway to its
goal to cut imported oil by a third. European and Asian countries are also implementing similar fuel
efficiency regulations to reduce oil consumption to ensure national energy security. Therefore,
vehicles such as PHEVs and EVs that provide means to achieve better fuel efficiency and less or no
petroleum consumption are highly desired in the transportation sector to lessen their dependence on
petroleum energy and to alleviate or even avoid the upcoming potential energy crisis.

Another important objective that PHEVs are designed to resolve is the reduction of environmen-
tal pollution from vehicle emissions. Emissions are generated as a form of vehicle exhaust after the
fuel–air burning process in ICEs. They are also produced by fuel evaporation during uncompleted
fuel burning or simply during fueling process. Poorly treated emissions can cause severe environ-
mental problems and health problems such as cancers due to significant, chronic exposures. Table
14.2 lists the most commonly found pollutants in vehicle emissions.

The development of PHEVs is considered by many policy makers as one of the most promising
and currently practical strategies to reduce environmental pollution from the transportation sector.
Regulations have been adopted and incentives have been offered throughout the world to stimulate
research and development in PHEVs. Conventionally, ICEs are highly inefficient, with an average
efficiency of less than 30% due to the maximum heat–work conversion constraint, and they produce
a wide range of emissions even with the assistance of after-treatment systems. By comparison,
machines that use electricity as their energy source have much higher efficiency, and thus produce

FIGURE 14.5 United States dependence on imported oil declining. (Adapted from M. Slack, Our de-
dependence on foreign oil is declining, The White House Blog, March 2012.)

<table>
<thead>
<tr>
<th>Year</th>
<th>U.S. net import as a percentage of consumption (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>60</td>
</tr>
<tr>
<td>2006</td>
<td>50</td>
</tr>
<tr>
<td>2007</td>
<td>40</td>
</tr>
<tr>
<td>2008</td>
<td>30</td>
</tr>
<tr>
<td>2009</td>
<td>20</td>
</tr>
<tr>
<td>2010</td>
<td>10</td>
</tr>
<tr>
<td>2011</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE 14.2

<table>
<thead>
<tr>
<th>Commonly Found Pollutants in Vehicles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Greenhouse and ground-level gases</td>
</tr>
<tr>
<td>Carbon dioxide (CO₂)</td>
</tr>
<tr>
<td>Carbon monoxide (CO)</td>
</tr>
<tr>
<td>Nitrogen oxide (NO₂)</td>
</tr>
<tr>
<td>Sulfur dioxide (SO₂)</td>
</tr>
<tr>
<td>Air toxics</td>
</tr>
<tr>
<td>Hydrocarbons (HC)</td>
</tr>
<tr>
<td>Solids/liquids</td>
</tr>
<tr>
<td>Particulate matter (PM)</td>
</tr>
</tbody>
</table>

larger power output with the same input power. There are essentially no tailpipe emissions generated because the only by-product of using electric machines is the used battery, which can be recycled or reused for other applications. In general, PHEVs produce much lower tailpipe emissions than similar conventional vehicles while they produce zero tailpipe emissions during the all-electric driving range. Even when compared with the well-to-wheel emissions, PHEVs significantly reduce the emissions by a third compared with the conventional gas vehicles as shown in Figure 14.6.\textsuperscript{12} This is because power plants that generate electricity typically have higher efficiency than ICEs; meanwhile, more and more renewable electricity has been generated such as hydropower and wind power so that the emissions at the generation side are further reduced. In addition, since many power stations are far away from cities, the emissions are away from human residential areas while conventional ICEs produce emissions in cities significantly. Thus, by taking advantage of electricity in electric machines, PHEVs can considerably reduce emissions from vehicle tailpipes.

Furthermore, there is growing public acceptance that carbon dioxide (CO\textsubscript{2}) emissions are one of the primary contributors to global climate change. The burning of conventional petroleum fuels in ICEs generates CO\textsubscript{2}, which contributes to a majority portion of the total U.S. GHG emissions, as illustrated in Figure 14.7.\textsuperscript{13} In 2011, the United States generated 6.7 billion (6.7 × 10\textsuperscript{9}) metric tons of equivalent CO\textsubscript{2} emissions alone, which are equivalent to the annual GHG emissions from 1.4 billion passenger vehicles, or carbon sequestered by 171 billion tree seedlings grown for 10 years.\textsuperscript{13} Figure 14.7 illustrates the total U.S. greenhouse emissions by economic sectors in 2011, clearly showing that the transportation sector accounts for nearly a third of the total GHG emissions, making it the second largest contributor throughout all economic sectors. It has been recorded that the GHG emissions from the transportation sector have increased by about 18% since the 1990s largely due to increased demand for travel and the stagnation of fuel efficiency across the U.S. vehicle fleet.\textsuperscript{14}

PHEVs can also help to reduce GHG emissions from vehicle tailpipes. Global efforts are strived together to regulate the CO\textsubscript{2} emissions as shown in Figure 14.8.\textsuperscript{15} By largely displacing petroleum fuels with the use of electricity, PHEVs remarkably reduce the amount of fuel burned; thus, much less CO\textsubscript{2} is generated in the tailpipes. Moreover, the use of electricity as one of the energy carriers in PHEVs enables power selection from renewable power sources such as wind power and solar power in local districts. This clean energy helps to further reduce CO\textsubscript{2} emissions as well as air pollution during the electricity generation phase, which substantially enlarges the benefits of clean emission from PHEVs.

![Figure 14.6](https://www.electronicbo.com)
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In sum, PHEVs have many benefits:

1. **Petroleum consumption reduction:** The AER enables the switch from using conventional petroleum energy to electricity, which can be generated by various forms of resources. This significantly reduces the dependence on fossil fuel energy in the transportation sector, and provides a wide range of choices to charge the vehicles by generating electricity from renewable energies such as wind energy and solar energy. The benefit of the potential fuel reduction could be substantial. As a U.S. National Laboratory report found out, a 45% of...
fuel reduction can be achieved by replacing the conventional vehicle by a PHEV with 20 miles of electric travel range.\textsuperscript{16}

2. \textit{Emissions reduction}: As petroleum consumption is reduced, vehicle emissions due to the burning of the fossil fuels are remarkably reduced as a consequence. And, as discussed above, both the centralized generation of electricity and the use of renewable energy sources contribute to significant emission reductions. However, it should also be noted that since PHEVs typically work in the electric-only range that requires minimal engine operations, emissions might increase at the beginning of the engine start due to infrequent, multiple-engine cold starts. Methods and control algorithms\textsuperscript{17} have existed to address such problems so that the overall emissions of PHEVs still remain much less than typical conventional vehicles under the same comparable size.

3. \textit{Energy cost saving}: Besides the fuel consumption and emission reduction benefits, PHEVs also bring in the benefits of much lower energy costs. Although the exact cost saving depends on both long-term fossil fuel prices and electricity prices, it is estimated that, on an average, the fuel cost per mile of electricity is one-quarter to one-third of the cost per mile of fossil fuels for PHEV owners.\textsuperscript{18} Meanwhile, governmental green energy incentives and certain privileges of lower auto-insurance compensate for the higher initial costs of PHEVs.

4. \textit{Maintenance cost saving}: Since the mechanical components such as transmission and clutches are downsized and less frequently used, there are relatively fewer maintenance requirements regarding these parts, which are normally the maintenance concerns of conventional vehicles. Reducing the use of the engine also extends the engine life and reduces the frequency of oil changes. Besides, by taking advantage of regenerative braking, there is less friction wear on the mechanical brake, thus reducing the costs of frequently replacing the brake pad.

5. \textit{Vehicle-to-grid (V2G) benefits}: PHEVs have the ability to supply the power back to the grid when they are connected to the grid; this serves to maintain a stable grid power level and to reduce power ripples. PHEVs could potentially serve as a temporary backup power source for home usage when grid power is not available.

6. \textit{Customer benefits of home recharging}: PHEV owners enjoy the benefits of charging their vehicles in their garages or near their homes instead of looking for public-charging stations. This also allows the benefit of charging the vehicles at night when the vehicles are typically not in use and the electricity rate is the cheapest.

14.3 COMPONENTS OF PHEVs

PHEV power trains are composed of the electric motor, generator, battery, and engine, which are all similar to those in HEV configurations. However, different sizes and power ratings are used in PHEVs.

14.3.1 Battery

Battery serves as the major energy source in PHEVs. Owing to the increased portion of the electric power system and the desired all-electric driving range, large quantities of batteries with sufficient energy capacity and power density are required in the PHEV power train to meet the demanded all-electric driving range. It is capable of supplying all the power required to propel the vehicle throughout the entire speed range, and it should be equipped with sufficient energy capacity to sustain the desired AER. Moreover, the battery also needs to provide all the power to the accessories such as air conditioning and power steering during the all-electric driving range. Thus, higher battery performance is demanded by PHEVs.

On the other hand, the overall vehicle weight and manufacturing costs are prone to the amount of the battery, which increases significantly as the battery packs increase. Moreover, large quantities of
onboard vehicle batteries also bring in safety concerns about the fire hazards or high-voltage short circuits in either normal vehicle operations or accidents. Thus, battery technology plays the most critical role in developing PHEVs with regard to performance, costs, and reliability.

Different types of batteries are used in PHEVs. Lithium-ion batteries are currently the most widely used battery in PHEVs. They provide high-energy density and high-power density so that for the same weight of the battery, they enable longer all-electric driving range and better vehicle performance. They also have low self-discharge rate that may reduce the charging frequency and perform better under low usage rate. On the other hand, safety is a big issue associated with lithium-ion batteries. To operate lithium-ion batteries in a continuous stable state, well-designed battery management system (BMS) and cooling systems are required. Specific conditions such as vibration, humidity, overcharge, short circuit, extreme weather, fire, and water immersion should all be taken into account during the design and manufacturing process. These add up the cost of lithium-ion batteries and how to bring down the cost is a hot topic in both academic research and industrial manufacturing. Despite the high price currently, lithium-ion batteries dominate the PHEV battery market due to their high performance. The top three best-selling PHEVs currently are: GM’s Chevy Volt, Toyota’s Prius Plug-in Hybrid, and Ford’s C-Max Energi, and all these use lithium-ion battery technologies. Other variations of lithium-ion battery are also developed. For instance, BYD implemented lithium iron phosphate (LiFePO₄) batteries into F3DM PHEV and Qin PHEV.

Nickel–metal hydride (NiMH) batteries are another type of commercialized battery that has been implemented into PHEVs. It is capable of comparably high-power density and energy density. NiMH batteries operate in a much more stable state that is abuse tolerant compared with lithium-ion batteries. It also has a much longer life cycle than the lead-acid batteries. NiMH batteries are mostly used as the energy source for the first generation of HEVs developed before 2005 such as Toyota Prius and Ford Escape Hybrid because of their lower cost. However, they are gradually replaced by lithium-ion batteries as the technologies are getting better and the cost is coming down.

There are some other types of batteries that can also be used in PHEVs. Lead-acid batteries are the oldest rechargeable battery. The technology has been developed for more than 150 years and the cost is very inexpensive compared with other types of PHEV batteries. They have been widely applied as the low-voltage batteries in the automotive industry for starting, lighting, and ignition. Electric scooters, electric bicycles, wheelchairs, golf carts, and some microhybrid vehicles can also be equipped with lead-acid batteries. In addition, lithium-air batteries are also under research and development. They are capable of extremely high-energy density compared to the conventional gasoline fuels. Toyota is collaborating with BMW on the advanced battery development including lithium-air batteries. IBM is also developing the lithium-air batteries for automotive traction applications.

### 14.3.2 Electric Machine

Electric machine is another core component in PHEVs. They serve as the primary movers in PHEVs to output speed and torque to the output shafts that are connected with vehicle wheels. Regenerative braking is also achieved by running the electric machine in generating modes so that the kinetic energy is retrieved from the electric machine into batteries. Meanwhile, because the electric machine is the only power source to propel the vehicle in all-electric driving mode, a higher power rating is required for the electric machine so that it can meet the required speed and torque. For instance, GM’s Chevy Volt is capable of 35 miles of all-electric driving range in which all the propulsion power and the accessory power come from the onboard electric machine that outputs the peak power of 111 kW and peak torque of 370 Nm.

It is common in PHEVs that a second electric machine is utilized to serve as a generator and engine starter. The secondary electric machine can also operate as in the motoring mode to assist
with the vehicle performance such that both the electric machines operate in the motoring mode that maximum power and torque are generated. In the operations of none all-electric driving mode, the secondary generator helps to charge the battery so that the battery state of charge (SOC) remains above the threshold level and the vehicle can operate under hybrid electric mode, thus significantly increasing the driving range of PHEVs.

Compared with conventional gasoline engines, electric machines typically have much higher efficiency that is greater than 90% in most of the speed and torque range. The lifetime of onboard electric machines is also expected to be more than 15 years, which is competitive with conventional gasoline engines and there is no need for customs to replace the electric machines within the factory warranty time. Currently, interior permanent magnet machine is the most popular choice for traction drive applications due to its high efficiency, high torque density, and high-power density. The achieved power density of electric machines in vehicle propulsion applications is 1.2 kW/kg at the current stage. Research is still going on to increase the power density of electric machines to further reduce the size and increase the power. The targeted power density of electric machines for traction drive in 2020 published by the U.S. Department of Energy is 1.6 kW/kg, requiring 33% increase on electric machine power density within the next 5–7 years.

### 14.3.3 Engine

Similar to HEVs, PHEVs are also equipped with onboard internal combustion engines. The engines applied differ by the configurations of PHEVs. If the engine is connected in series with the electric machines, since the electric machines serve as the primary mover to supply the majority of power, the engine only functions to support the electric machines to share the peak load or charge the battery when the vehicles operate in the hybrid electric mode to extend the PHEV range. Thus, the size and power rating of the engine can be minimized and high engine efficiency is required at constant operating regions. On the other hand, if the engine outputs power in parallel with the electric machines, the engine is responsible for a substantial portion of power demanded from the power train. Thus, the engine should still retain its power and size accordingly, based on the power ratios in PHEVs between mechanical and electric power. In some PHEVs with large battery packs, the engine may only serve as a backup when the battery is depleted so as to extend the driving range and alleviate the range anxiety of customers.

Engines in PHEVs may also apply different technologies compared with engines in conventional vehicles. Atkinson cycle is used instead of the conventional Otto cycle in some of the PHEVs to further improve the vehicle efficiency. Atkinson cycle allows the engine intake, compression, power, and exhaust strokes that all happen in one revolution of a special designed crank shaft. A greater thermal efficiency is achieved at the expense of losing power density, which is acceptable in most of the PHEVs since the engine is not the major energy source and higher efficiency is preferred. Toyota Prius Plug-in Hybrid, Ford C-Max Energi, and Honda Accord Plug-in Hybrid all use Atkinson cycle for their engine propulsion. Toyota Prius Plug-in Hybrid, for instance, achieved 38.5% thermal efficiency by using Atkinson cycle in its 1.8-L gasoline engines.

In addition, since the demand for engine power is downsized in PHEVs, systems associated with mechanical power system such as exhaust systems and mechanical transmissions can also be reduced to smaller scales.

### 14.3.4 Power Electronics

Power electronics in PHEVs include inverters, DC–DC converters, chargers, and BMS, which also typically come along with battery systems. Inverters serve to transform the DC power from the batteries into AC power to propel the electric machines. It is also necessary to retrieve the regenerative energy from the electric machines back into the battery pack by using the motor drive components.
Besides, an inverter and associated controller are typically needed for the onboard air conditioners that use AC machines.\textsuperscript{22}

Multiple DC–DC converters are used to step up and step down the voltages at different levels to suit for various applications. A boost converter is used to increase the DC bus voltage up to a high level from the voltage of the battery pack, which is desired for the electric machines so that the constant torque region is extended and higher power and higher speed can be outputted at the rated operation point. This DC–DC converter should also be capable of bidirectional power transfer so that the power retrieved from the electric machines by regenerative braking can be transferred back into the battery. Multiple DC–DC converters are also needed to adjust the battery voltage to different low-voltage levels. For instance, a DC–DC converter is used to supply the power for the 12-V accessory loads and charge the 12-V low-voltage battery, while another DC–DC converter may be used to step down the battery voltage to a higher level to operate the high-power applications such as power-steering systems and compressing pumps.

AC–DC converters are needed in battery chargers to convert the AC power from the grid into DC power to charge the battery. Power factor correction and programmable digital controllers with proper voltage–current profiles are needed for high-energy battery packs.

Proprietary BMS are used to actively monitor the battery SOC and state of health (SOH). The power and state of each individual battery cell is also regulated and balanced by the BMS system. A good thermal performance is also ensured by properly adjusting the temperature on the battery cells, as well as controlling the flow rate of intake and outtake coolant.

\section*{14.4 OPERATING PRINCIPLES OF PLUG-IN HYBRID VEHICLE}

The operation modes of PHEVs largely depend on the battery SOC. Battery SOC is the term to describe the current state of the battery from 0\% to 100\%, with 0 standing for an empty battery and 100 meaning a full-charged battery. In comparison, HEVs typically remain battery SOC in a narrow range, for instance, 60\%, to optimize the battery performance and ensure the required battery life. However, PHEVs typically demand greater depth of discharge (DOD) due to the higher dependence on the electricity energy source.

Because of the different operation patterns that PHEVs have from the HEVs, PHEV operations are more often classified by another set of specific operation modes:\textsuperscript{23} charge-depleting (CD) mode, charge-sustaining (CS) mode, AER mode, and engine-maintenance mode. Figure 14.9 shows the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{battery_performance_comparison}
\caption{Battery performance comparison between HEVs and PHEVs. (From U.S. Department of Energy, Office of Energy Efficiency and Renewable Energy, Plug-In Hybrid Electric Vehicle R&D Plan, Freedom Car and Vehicle Technologies Program, June 2007.)}
\end{figure}
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battery SOC comparison between HEVs and PHEVs. Different modes result in different requirements on batteries and also affect the performance of the vehicle. Table 14.3 relates the battery requirements with the vehicle operation modes and performance.24

14.4.1 Charge-Depleting Mode

CD mode refers to the PHEV operation mode in which the battery SOC on an average decreases while it may fluctuate along this trend. CD mode is frequently used at the first phase of PHEV operations, in which the SOC of the battery is sufficient to power the vehicle largely by electricity for a certain range. It prioritizes the use of electricity by drawing most of the power from the battery pack as long as the battery SOC stays above the preset threshold. However, if the demanded road power exceeds the battery power, the engine will also be running to assist the electric machine, thus enhancing the output tractive power.

CD mode is the primary operation mode in PHEV operations. In most city-driving and suburban-commuting cases, the round-trip distances are well within the PHEV battery power range. Thus, CD mode is largely utilized to take advantage of electric driving so that less fuel is used and fewer emissions are produced.

The extent of CD mode depends on the battery energy capacities and the frequencies of external battery charging. A larger battery pack with higher energy density would result in a longer CD mode range. However, this also contributes to much higher battery costs as well as vehicle weight increases. Recharging the PHEVs also helps to extend the CD range. With the installation of charging stations and the implementation of charging infrastructures at public places such as workplaces, parking lots, or in front of grocery stores, PHEVs can be readily recharged and CD ranges can be significantly increased in daily driving.

14.4.2 Charge-Sustaining Mode

CS mode refers to the PHEV operation mode in which the battery SOC on average maintains a certain level while it may frequently fluctuate above or below this level. CS mode utilizes both the engine and the electric machine to supply the vehicle power while keeping the SOC of the battery pack at a constant level. It is equivalent to the HEV operation mode in which the engine is mostly running within its optimal fuel efficiency range and the electric machines supply the power ripples. Engine power assistance and hybrid battery charging are realized in the CS mode to extend the driving range.

In PHEV operations, CS mode is more often used after the CD range when the battery power is discharged to a certain low threshold. Once the battery power is insufficient to power the vehicle on its own, the engine starts to supply the vehicle with petroleum combustion power. Both the engine and the electric machine operate together, coordinated under HEV operation mode. This takes

<table>
<thead>
<tr>
<th>TABLE 14.3</th>
<th>Battery Requirements for Different Vehicle Operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD Only</td>
<td>CD and Sustaining</td>
</tr>
<tr>
<td>Desired electrical range</td>
<td>100 miles</td>
</tr>
<tr>
<td>Desired cycles</td>
<td>1000 deep cycles</td>
</tr>
<tr>
<td>Function</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

advantage of the HEV operation benefits; so, high fuel efficiency is gained while the battery SOC is maintained at a certain level. Thus, the CS mode operation significantly increases the PHEV driving range compared with the CD mode without further increasing battery costs.

The combination of CD and CS mode enables energy use from two energy sources. The electricity works as the primary energy carrier to drive the vehicles in the preferred CD mode. The batteries can be recharged from external electric energy sources by plugging the vehicles into external power outlets. They can also be recharged by operating the vehicle in the CS mode, in which the engine utilizes the secondary energy carrier, the petroleum fuel, to generate power. In PHEVs, both energy sources are carried onboard the vehicles as they are stored in battery packs and fuel tanks. However, electricity is much preferred because it can be generated by a wide variety of cheaper energy sources, including coal, nuclear, natural gas, wind, hydro, and solar energy, and it greatly reduces vehicle tailpipe emissions. Thus, large packs of battery are normally required on PHEVs while relatively small fuel tanks are used.

14.4.3 AER Mode

As the name suggests, the AER mode uses electricity exclusively as its energy source to power the vehicles. The engine is shutoff during the AER mode while the electric machine supplies all the power by drawing energies from the battery pack. AER mode is similar to CD mode to a large extent, except that AER mode does not use the engine to assist the power output. The maximal range per charge depends on the onboard battery capacities. AER mode is often activated by manually switching under the command of the vehicle driver either to gain more fuel economy or to obey the rules in certain electric-only driving zones.

14.4.4 Engine-Maintenance Mode

Unlike the other operation modes, the engine-maintenance mode is not designed to propel the vehicle in PHEVs. Instead, it mainly functions to maintain the engine and prevent the fuel from being stale. This is useful for situations in which the driving range is always less than the AER and the vehicle gets recharged frequently. Thus, only AER mode is used and the engine never starts, which may cause problems for both engine components and fuel after a long time of nonuse.

14.5 Plug-In Hybrid Vehicular Architecture

PHEVs combine the energy from the electric power path and the mechanical power path by utilizing two energy sources. Depending on the way these two power paths are integrated, different types of PHEV architectures are realized, which can also be categorized into series hybrids, parallel hybrids, and compound hybrids.

14.5.1 PHEV Series Hybrids

In the series hybrid PHEV configuration, the engine, generator, battery, and motor are connected in a series sequence, and the battery has the ability to be recharged from external power outlets, as shown in Figure 14.10. In PHEVs, battery power supplies the majority of power demands, and the motor plays the full role in propelling the vehicle. The engine combines with the generator to assist the electric motor or to charge the battery by using power from fossil fuel. Typically in series PHEV architecture, the engine has a small power rating since it is decoupled from the driving wheels and is mainly used to assist the electric motor to achieve better overall vehicle performance. The engine mostly operates in its fuel-optimal regions so that fuel efficiency significantly increases and a smaller engine is required. Consequently, the fuel tank can be reduced to a relatively small size.
The relatively large battery capacity and the ability to recharge the vehicle by plugging into power outlets allow the engine to be turned off as much as possible. Thus, the series PHEV hybrids typically operate in electric-dominant mode until the battery reaches the lower SOC threshold. This helps the PHEV series hybrids have much less power conversion losses compared with the HEV series hybrids, as in HEV series hybrids, a significant portion of the engine power is lost due to the mechanical–electric–mechanical conversions. Regenerative braking can also be achieved by operating the electric machine as a generator to convert kinetic energy into electricity so that charging can be done during braking.

Figure 14.11 presents a simulation case for a typical series PHEV. The vehicle operated for more than four UDDS cycles. It can be clearly observed that the electric machine provides all the power and drives the vehicle in AER mode at first. Then the engine starts when the battery SOC decreases to a low threshold level. The vehicle then operates in the CD mode to extend the drive range while the battery SOC is regulated around the constant level.

14.5.2 PHEV Parallel Hybrids

PHEV parallel hybrids allow the power from both the primary and the secondary energy source to drive the vehicle. Typically, the battery would serve as the primary energy source in PHEV parallel configuration, and it can be charged by external power sources by plugging the charging cords into power outlets. The engine is used to propel the driving wheels directly, assisting the electric machine when additional power is needed, or it is used to charge the battery during hybrid operating mode. Figure 14.12 illustrates the PHEV parallel hybrid architecture.

Compared with parallel HEVs, parallel PHEVs further downsize the mechanical power system since the engine is not used to supply the majority of the power. Thus, smaller engines and smaller fuel tanks are installed on parallel PHEVs. On the other hand, parallel PHEVs significantly increase the power portion from the electric power system to prioritize electricity as the primary energy source. The electric system is required to power the vehicle on its own for a certain range without the assistance from the engine, and therefore, a much larger battery pack and a more powerful motor are required to realize a higher power rating of the electric power system compared with parallel HEVs.

In addition, since the engine is directly coupled with the output-driving wheels in the parallel PHEV configuration, the engine needs to be detached from the drive train when AER mode is demanded. This can be achieved by using clutches or torque converters so that the engine can be shut off when the vehicle is operating in AER mode.
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**FIGURE 14.11** Engine and electric machine performance in series PHEV. (a) Vehicle speed, (b) battery SOC, (c) engine and electric machine torque, and (d) engine and electric machine power.

**FIGURE 14.12** Parallel hybrid architecture.
Figure 14.13 presents the power and torque output from the engine and the electric machine, respectively in a typical parallel PHEV. Both the engine and the electric machine provide power and torque throughout the whole drive cycles and the vehicle is operating in the CD mode.

14.5.3 PHEV Compound Hybrids

The power flow in compound PHEV does not follow a simple series pattern or a parallel pattern; instead, the mechanical and the electric power path interact with each other in a compound way, in which a planetary gear set is typically implemented to divide and combine the power. Similar to other types of PHEV hybrids, PHEV compound hybrids implement a much powerful electric power system to satisfy the performance requirements in AER mode. When driving in the compound mode where the engine starts to assist the electric machine, both the mechanical and the electric power path are integrated to supply the vehicle power together. Figure 14.14 illustrates the architecture of a compound PHEV power train.

Compound PHEVs combine the benefits of both series and parallel PHEVs when the vehicle is propelled by both the mechanical and the electric power system. Unlike in parallel PHEVs, the engine is decoupled from the output-driving shaft by taking advantage of the power-split...
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Plug-In Hybrid Electric Vehicles devices, so that it can operate in its fuel-optimal regions. Besides, compound hybrids have less power conversion losses compared with series hybrids, as part of the engine power is directly transmitted by the mechanical path. In addition, both electric machines can operate either as motors or as generators, thus increasing the flexibility of the system control as well as vehicle-driving performance.

Figure 14.15 presents the power and torque output from the engine and the two electric machines, respectively, in a typical compound PHEV. The vehicle first operates in CD mode. Electric machine 1 provides the dominant power and torque to the output shaft while the engine only provides power occasionally when the power demand from the power train is large. The vehicle then operates in CS mode to extend the drive range. Both the engine and electric machine 1 are providing power while electric machine 2 operates in the generating mode to convert the engine power into electric power and charge the battery.

14.6 CONTROL STRATEGY OF PHEV

PHEV operation modes can be either manually selected by the driver or automatically controlled based on the feedback signals of various vehicle systems such as the battery SOC, power demands, road loads, and expected trip length, among others. In terms of the control strategies, two methods are typically applied in PHEVs: the AER-focused and the blended control strategy.

The AER-focused control strategy takes the greatest advantage of the electric power and runs the vehicles intensively in AER mode before the battery SOC drops below a certain threshold level, after which, the engine starts and the system operates in CS mode. The AER-focused control strategy prioritizes fuel reduction and emissions reduction in short-range trips by running exclusively on battery power. It is more suitable for city drives and short-range suburban commuting where daily round-trip distance is normally within the electric range. Since all the power in AER mode comes from the electrical systems, batteries with large energy capacity and electrical machines and power electronics with high-power density are needed to satisfy all the drive performance requirements.

The blended control strategy utilizes both the engine and the electric machines to power the vehicle. On the basis of expected travel distance, the blended control strategy picked the most appropriate fuel/electricity combination so that the battery SOC decreases smoothly in a linear trend. It operates the vehicle under CD mode with the engine running in its high efficiency region all the time until the battery SOC drops below the preset threshold level, after which, the vehicle operates in CS mode, similar to the AER-focused control strategy. The blended control strategy prioritizes
the range extent. It achieves an extended range in CD mode by using either the engine dominant strategy or the electric dominant strategy. In the former strategy, the engine is operating in its optimal fuel regions and the electric machine is used to subsidize the additional power demands. The latter strategy mainly utilizes electric power; the engine turns on only when the road loads exceed the electric capacity.

Figure 14.16 illustrates the battery SOC based on AER-focused control strategy and the blended control strategy, respectively. Four of the UDDS driving cycles are applied for a typical series PHEV. Power from both the engine and the electric machine is presented under each control strategy as well.

The optimum control strategy thus should rely on the trip distance that one PHEV is going to travel. If the trip distance is well within the battery AER, AER-focused control strategy should be applied so as to achieve the maximum fuel displacement. When the trip distance is greater than the AER, the blended control strategy is preferred with the engine running in its high efficiency region throughout the trip to achieve the optimum fuel efficiency.

In addition, Figure 14.17 presents the difference in engine and electric machine operation points between UDDS (Urban Dynamometer Driving Schedule) cycle and HWFET (The Highway Fuel Economy Test) cycle, which simulate the vehicle-driving behaviors on local and highway, respectively. It can be observed that the electric machine operates frequently in the low-speed regions under the local driving scenario while it operates more frequently in the high-speed regions on the highway. It can also be observed that the electric machine operates frequently in the negative torque region under local driving so as to retrieve more regenerative braking energy. For both

**FIGURE 14.16** Control strategy effects on battery SOC and power composition. (a) Battery SOC under AER control strategy, (b) battery SOC under blended control strategy, (c) engine and electric machine power output under AER control, and (d) engine and electric machine power output under blended control.
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local and highway driving, the engine is largely controlled to be operated at high efficiency level. Different control strategies will result in different operation points for both the engine and the electric machine, thus affecting the fuel consumption as well as the emissions of the vehicle.

14.7 PHEV-RELATED TECHNOLOGIES AND CHALLENGES

Compared with HEVs, PHEVs take a further step in the transition from conventional fossil fuel combustion vehicles to electric power vehicles. They employ a large set of electric power systems, with electricity serving as the primary power source and electric machines serving as the primary propulsion drives. Engines and fuel tanks are retained onboard, but they are downsized to smaller scales and only function to assist the motors and batteries with additional power and additional drive range. All these changes bring in higher standards for the electric power system, including battery, electric motors and generators, power electronics, and their related controls. The massive component changes also require different platforms or even the reconstruction of the mechanical drive train. In addition, PHEVs change the way of refueling the vehicles, which enables drivers to charge the vehicles at home from grids instead of looking for public gas stations. However, this also brings in concerns regarding the grid’s capability as well as the installation of power-charging outlets and public-charging access.

The above-discussed issues are closely related to the development of PHEVs. These issues significantly determine the performance, costs, and consumer acceptance of PHEVs in competing with conventional vehicles as well as HEVs and EVs. The following section will discuss these PHEV-related technologies and their challenges.

14.7.1 PHEV Batteries

High-performance battery is one of the most important components in realizing PHEV architectures. Vehicle performance, costs, and reliability are heavily dependent on the battery. Owing to the increased portion of the electric power system and the desired all-electric driving range, large quantities of batteries are required in PHEV power trains.

Batteries with large energy capacities are highly desired in PHEVs. In AER mode, the electric machine draws power exclusively from the battery pack, and the battery pack also needs to supply the power to all the accessories. Although the kinetic power retrieved by using the regenerative braking system helps to recharge the battery during the vehicle-driving process, it actually contributes

FIGURE 14.17 Operation points comparisons between drive cycles. (a) Motor operation point comparison, and (b) engine operation point comparison.
very little to battery SOC in terms of the entire range. It is the battery energy capacity that directly determines the extent of the all-electric driving range, which in turn determines the degree of the displacement of fossil fuel and emission reductions. From the consumers’ point of view, the more energy that the battery carries onboard, the fewer range anxieties the owners might have. Large battery energy capacity also provides sufficient energy for accessories such as air conditioning and radios while they are on AER mode.

In addition to battery energy capacity, battery power density is another key metric that considerably accounts for PHEV performance. Battery power density defines the maximal power that the battery can supply to the vehicle in terms of a certain weight or volume. It largely contributes to the acceleration time that the vehicles need from speed zero to the demanded driving speed with the engine shutoff. It also determines the maximal torque the vehicles can output from the electric power system when sudden acceleration is demanded at certain levels of speed. In AER mode, the battery power is designed to supply both the propulsion system and the other internal power accessories, and thus sufficient power density is highly demanded to meet vehicle driving performance without sacrificing the operations of the power accessories.

Both large energy density and high-power density are demanded in PHEVs to achieve the desired high-standard PHEV performance and the operating functions. These high requirements dramatically increase battery costs and thus the overall PHEV manufacturing costs. Compared with HEVs, these increased costs result in a significant economic hurdle for customers to overcome. Therefore, how to reduce battery costs while improving performance is a great challenge in battery technology. The increased battery requirement also leads to the increase of battery size and weight, which reduces the vehicle dynamic performance as well as the fuel economy. Furthermore, a major challenge that battery technology encounters is that the goals of large energy density and high-power density contradict each other most of the time, due to the inherent chemical trade-offs in battery technology. High-power density is often achieved in advanced battery technologies by using thinner electrodes. However, high-energy density is typically realized oppositely by implementing thicker electrodes. Therefore, the development of high-performance batteries still faces the challenge of improving the power density and energy density at the same time.

Batteries in PHEVs also face another challenge regarding the discharge cycles, which are different from those in either HEV batteries or EV batteries. In HEVs, batteries typically go through shallow discharge cycles as the engine functions to operate the battery SOC at a relatively constant level in CS mode, while in EVs, batteries typically experience one deep discharge before the next recharge as a result of the larger energy capacity. However, batteries in PHEVs have to go through repeated one deep charge–discharge cycle per charge as well as a number of shallow charge–discharge cycles in both CD mode and CS mode for power assistance and regenerative braking. This brings in particularly high standards and great challenges in battery technology development so as to meet the typical 8 years or 80,000 miles automotive battery warranty standard.

The safety and reliability of the batteries are also among the top concerns for PHEVs since batteries take such heavy portions in PHEVs. High-voltage and high-current components should be carefully packaged and isolated from the chassis and accessory systems completely. Coolants are needed and should be regularly maintained to keep the batteries working in safe operating temperatures. Hazards protection methods should be taken into account during design and manufacturing process. In addition, batteries applied to the vehicles are not only required to be safe for drivers and passengers during the driving process; but they should also not cause any hazardous situations in the maintenance and repair of vehicles. For instance, it is necessary to keep all high-voltage components labeled, fused, and well insulated to reduce the risk during maintenance. On the other hand, appropriate safety gears such as safety glass, insulating boots, and insulating gloves are absolutely required when dealing with batteries. In addition, the risks surrounding batteries during accidents or collisions should be reduced to the minimal level when the PHEV configurations are designed. Trainings of emergency response should also be provided regarding
the high-voltage battery and the electric system. Many codes and standards have already been established to address the technical issues relating to PHEVs. For example, in the United States, a list of SAE and NFPA codes and standards are applied to regulate PHEV vehicle safety, emergency response, and infrastructure safety.\textsuperscript{26}

\subsection*{14.7.2 PHEV Costs}
The costs of PHEVs extensively challenge the development of such vehicles, with the increased electric power system adding a significant part on the manufacturing costs. The large demands for battery energy capacity and power density require a remarkable quantity of batteries, which accounts for a substantial part of the cost increment. It is estimated that only when battery technologies advance to a further stage and can be mass produced to reduce the costs will PHEVs be competitive with conventional petroleum-powered vehicles. For example, NiMH batteries and lithium-ion batteries are currently the two most popular batteries in HEVs and PHEVs market. The production battery price by 2011 is roughly around $700/kWh to $900/kWh, which is many times of the United States Advanced Battery Consortium (USABC) long-term goal of $100/kWh.\textsuperscript{27} The large torque and speed requirements for the electric motor and generator also add considerable manufacturing costs due to the implementation of high-powered electric machines and power electronics.

PHEV reconstructions in most of the cases also significantly contribute to the total manufacturing costs. Typically, the large battery pack installation, integrated transmission power train, added electric motors and generators, and the control power electronics all together require redesigns of the vehicle chassis to accommodate these added components and their corresponding weights. Additional safety components are required to be added onboard the vehicles to prevent the hazardous situations regarding the electric power system. For instance, high-voltage shutdown mechanism is required to be added to prevent battery fire during a vehicle crash or in the event of air bag deployment.

In addition, the maintenance of the electric power system may add potential costs to the overall investment in PHEVs. Diagnosis and repair become more difficult due to the more complicated power train integrated by the mechanical power path and the electric power path. Battery replacement within the vehicle’s driving life also brings in substantial maintenance costs for PHEV owners. Therefore, the reliability of the added electric system in PHEVs is critically desired to bring down the overall costs of PHEVs.

\subsection*{14.7.3 Charging of PHEVs}
Since PHEVs switch the charging method from the conventional fuel station refueling to the primarily plug-in electricity recharging, charging-related issues become important in terms of PHEV development. These issues include charging strategies, charging types, and the corresponding charging infrastructures.

Charging strategies greatly influence battery SOC and the all-electric trip range based on a fixed battery energy capacity. There are several charging scenarios that can be applied onto daily PHEV driving.\textsuperscript{28} The first scenario is that the driver charges the PHEV whenever the car is parked, which maximizes the all-electric driving range and achieves the greatest fossil fuel displacement. It can be applied on daily commute driving where recharging access can be found at work places, parking lots, grocery stores, and so on. The second scenario is to recharge the PHEV once every night, when the vehicle is typically parked at home and the price of electricity is relatively low. This enables drivers to recharge their vehicles in their garages or somewhere near their home while they stay at home or sleep. The third scenario is to recharge the vehicle during the lowest utility load demands. This recharging strategy helps balance the grid utility loads and achieves the maximal savings for PHEV owners. However, this requires control and communication between the vehicles and the grids, and the battery may end up without being fully charged. The fourth commonly used scenario is to recharge the PHEV at any time and at any day. This charging method is also called unconstrained
charging. This is more like the conventional way that people fuel up their petroleum-powered cars, and it offers the largest freedom to the drivers in terms of recharging schedule. However, it generally requires a quick charging speed so that PHEV drivers would not feel uncomfortable waiting at the charging station for a relatively long time.

Different charging levels are applied to suit different charging scenarios. There are typically three charging levels that vary by charging voltage and charging currents. The first level is the home-charging level, in which PHEVs are generally charged by the home power outlets, such as those in garages. The second level supplies higher charging voltages and currents so that the charging time will be reduced. It is typically used by implementing high-power charging equipment to boost the voltage and current output. The third level is the highest charging level, which carries hundreds of volts and hundreds of amps. It significantly reduces the charging time to the level that is competitive with the conventional petroleum refill. The third charging level is typically applied in public charging stations where fast recharging is demanded and safety is prioritized.

All three levels of charging are desired to realize PHEV charging convenience, and the implementation of these charging facilities is critical to the development of PHEVs. Both the low-level and the high-level home-charging systems should be well regulated so that they would not overload the existing home power system or the local power distribution system, and they should be easily installed by customers. And large numbers of the public-charging stations or charging vehicles are needed to provide PHEVs with fast and convenient recharging choices outside their home. Thus, the development of both home-charging facilities and public-charging infrastructures considerably influences customer acceptance of PHEVs.

### 14.7.4 PHEV-Related Grid Challenges

PHEV-related grid challenges also bring in considerable concerns with regard to PHEV development. First, grid capacity will be a potential issue with the increasing use of electricity displacing conventional fossil fuels. PHEVs will bring in a large amount of utility load increase since electricity serves as the primary energy carrier to meet drivers’ daily trip demands. Therefore, the grid should be able to tolerate the maximal utility loads when the worst scenario happens, that is, when all PHEVs and even EVs are plugged in at the same time.

Second, the increase in overnight utility loads caused by PHEV night recharging may result in the change of the control strategies to manage the grid balance. Currently, utility loads hit a valley at night when most people are asleep and household utilities are turned off. With the increase in PHEVs, more electricity will be consumed during the night hours; control strategies to balance utility loads will need to be adjusted accordingly.

Finally, the grid may also implement V2G technology to take advantage of the plug-in features so that the battery power of PHEVs can be turned back to the grids when the load demand is at its peak, provided the vehicle is parked. The V2G technology helps to balance the grid loads and reduces the utility expense of PHEV owners. Besides, the vehicle batteries can also be used as the backup power storage to send power to homes in case the utility is temporarily out of service. The V2G communication requires new grid technologies such as the implementation of smart meters and new power distribution and control strategies.

### 14.8 PHEV Market

In spite of the challenges, PHEVs still emerge as one of the most promising transitional vehicles from conventional petroleum-powered vehicles to electric-powered vehicles and combine the benefits of both. Production and sales of PHEVs gradually picked up after 2008. Table 14.4 summarizes the current PHEV production models up to September 2013 and Table 14.5 summarizes the scheduled models with market launch between 2013 and 2014.
Plug-In Hybrid Electric Vehicles

With the increasing price of global crude oil as well as the increasing concerns about environmental pollution, PHEVs will be more promising in resolving these problems and will become more competitive with conventional petroleum-powered vehicles. Figure 14.18 predicts the PHEV, HEV, as well as EV sales number from 2010 to 2050 based on International Energy Agency (IEA)’s energy technology perspectives analysis that aims to achieve a 50% reduction in global CO₂ emissions from 2005 levels by 2050.²⁹ PHEVs sales number will boost exponentially from 2015 and will remain a significant portion of the light-duty passenger vehicles.

Beside the plug-in hybrid electric light-duty passenger vehicles, there are also research and developments on medium-duty PHEVs. Medium-duty vehicles are used in a broad array of fleet applications, including transit buses, school buses, and parcel delivery. These vehicles are all excellent candidates for hybrid electrification due to their transient-intensive duty cycles, operation in densely populated areas, and relatively high fuel consumption and emissions.³⁰,³¹ The home-based parking facility also facilitates overnight charging. Local governments and agencies such as Southern California Air Quality Management District and Milwaukee County in Wisconsin have been working on the conversion of PHEV shuttle buses and PHEV utility trucks.³²,³³ IC bus offers diesel PHEV school buses and has already been delivered to many school districts. Parcel delivery PHEVs have also been tested and deployed to FedEx and UPS for evaluation.³¹ In addition, plug-in hybrid electric motorcycle Piaggio MP3 Hybrid has been commercialized in Europe.

### TABLE 14.4
PHEV Production up to September 2013

<table>
<thead>
<tr>
<th>Models</th>
<th>Manufacturer</th>
<th>Production Since</th>
<th>Electric Range (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F3DM</td>
<td>BYD</td>
<td>2008</td>
<td>64–97</td>
</tr>
<tr>
<td>Volt</td>
<td>GM Chevrolet</td>
<td>2010</td>
<td>56</td>
</tr>
<tr>
<td>Karma</td>
<td>Fiskr</td>
<td>2011</td>
<td>51</td>
</tr>
<tr>
<td>Prius Plug-in Hybrid</td>
<td>Toyota</td>
<td>2012</td>
<td>18</td>
</tr>
<tr>
<td>C-Max Energi</td>
<td>Ford</td>
<td>2012</td>
<td>34</td>
</tr>
<tr>
<td>V60 Plug-in Hybrid</td>
<td>Volvo</td>
<td>2013</td>
<td>50</td>
</tr>
<tr>
<td>Accord Plug-in Hybrid</td>
<td>Honda</td>
<td>2013</td>
<td>21</td>
</tr>
<tr>
<td>Fusion Energi</td>
<td>Ford</td>
<td>2013</td>
<td>21</td>
</tr>
<tr>
<td>Panamera S E-Hybrid</td>
<td>Porsche</td>
<td>2013</td>
<td>32</td>
</tr>
<tr>
<td>Outlander P-HEV</td>
<td>Mitsubishi</td>
<td>2013</td>
<td>60</td>
</tr>
</tbody>
</table>

### TABLE 14.5
PHEV Scheduled Models with Market Launch between 2013 and 2014

<table>
<thead>
<tr>
<th>Models</th>
<th>Manufacturer</th>
<th>Production Since</th>
<th>Electric Range (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>McLaren</td>
<td>2013</td>
<td>20</td>
</tr>
<tr>
<td>i3</td>
<td>BMW</td>
<td>2013</td>
<td>130–160</td>
</tr>
<tr>
<td>XL1</td>
<td>Volkswagen</td>
<td>2013</td>
<td>50</td>
</tr>
<tr>
<td>A3 Sportback e-tron</td>
<td>Audi</td>
<td>2013</td>
<td>50</td>
</tr>
<tr>
<td>Qin</td>
<td>BYD</td>
<td>2013</td>
<td>50</td>
</tr>
<tr>
<td>918 Spyder</td>
<td>Porsche</td>
<td>2014</td>
<td>24</td>
</tr>
<tr>
<td>ELR</td>
<td>Cadillac</td>
<td>2014</td>
<td>64</td>
</tr>
<tr>
<td>i8</td>
<td>BMW</td>
<td>2014</td>
<td>35</td>
</tr>
<tr>
<td>S 500 Plug-in Hybrid</td>
<td>Mercedes-Benz</td>
<td>2014</td>
<td>NA</td>
</tr>
</tbody>
</table>
14.9 CONCLUSION

PHEV is a special type of HEVs that make use of both conventional petroleum energy and electric energy as their energy sources. PHEVs have the full capability to operate on the AER for a certain demanded range and can be directly charged from off-board power grid. They provide high degrees of fuel displacement and emission reductions. The major components for PHEVs are similar to those in HEVs, but with much larger electric systems. Different configurations and control strategies exist that enable PHEVs to combine the benefits of both HEVs and EVs. In addition, PHEV-related technologies and challenges have been discussed and the current and future markets for PHEV have also been presented.

QUESTIONS

14.1 Compare PHEV-20, PHEV-40, and PHEV-100. What would be the benefits, costs, and technology challenges in both component level and vehicular level?

14.2 Compare the range, fuel consumption, and emissions of PHEVs with the AER control strategy and the blended control strategy. Use power-train simulation software to verify the results.

14.3 Simulate the vehicle performance in CD mode. Adjust the threshold value for the engine to start. Compare the battery SOC and overall fuel consumptions.

14.4 List all the alternative fuel vehicles. Discuss the benefits and advantages of each other and compare PHEV with them.
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Electric vehicles include battery electric vehicles (BEVs), fuel cell electric vehicles (FCEVs), and range-extended electric vehicles (REEVs). Electric machines are employed for traction purpose. Compared with conventional internal combustion engine vehicles (ICEVs), BEVs produce less emission, have higher efficiency, and generate less noise. However, the driving range of all-electric vehicles is limited. To overcome this problem, REEVs are introduced in the market; they employ secondary power source to either charge the battery or power the propulsion system. FCEVs use fuel cells as the primary energy source to power the vehicle, which significantly reduces carbon dioxide emissions and provides longer driving range. Solar electric vehicles and electric bicycles are
also important parts of electric mobility. Hybrid electric vehicle (HEV) and plug-in hybrid electric vehicle (PHEV) technologies have been comprehensively discussed in the previous chapters. This chapter will first introduce the history of EV, its recent development, and its performances. Different powertrain electrification technologies, various traction motors, and energy storage devices will also be compared in this chapter. REEV, FCEV, solar electric vehicle, and electric bicycle are introduced and discussed briefly in the later sections.

15.1 EV HISTORY AND DEVELOPMENT

Electric vehicle technology has evolved for more than 100 years. Three main periods can be identified from the development of electric vehicles.

In the late 1800s, people in France, England, America, and other countries started to develop electric vehicle prototypes. In 1897, the first commercial electric vehicles entered the New York City taxi fleet. Around 1900, electricity-powered vehicles stood out and outsold other types of road cars. At the same time, Pope Manufacturing Co. became the first large-scale electric vehicle manufacturer in the United States. However, after the invention of internal combustion engine and due to the low cost of gasoline, the market share for electric vehicles started to decline in the 1920s, partly because of the mass production of ICEVs, and the reduction of gasoline price. Electric vehicles at that time were struggling to overcome the problem of limited battery capacity and short driving range, its Achilles’ heel. Around 1935, electric vehicles became extinct.

The second period, from 1940 to 1990, saw a gradually improved interest in electric vehicles. Problems of exhaust emissions from conventional ICEVs drove automotive manufacturers to find alternatives. Government policies were also refined to support the development of electric vehicles. For example, in 1966, the US Congress recommended electric vehicles as a means of reducing air pollution. The rise in petroleum price due to the OPEC oil embargo and the increase in tailpipe emissions forced automakers to increase their attention toward the development of electric vehicles.

Since the 1990s, increased concerns about soaring oil prices, depleting fossil fuel reserves, and environmental issues caused by conventional vehicles have been greatly influencing the global automotive industry. Compared with conventional ICEVs, electric vehicles have several advantages such as

1. High electric machine efficiency compared to the internal combustion engine efficiency
2. Low level of environmental pollution, which improves local air quality
3. Lower noise
4. Smoother operation
5. Various electricity sources that can be obtained from renewable energies, such as hydro, nuclear, wind, and solar
6. Various onboard energy storage devices such as batteries, supercapacitors, flywheels, and hydrogen fuel cells
7. Regenerative braking to recover the kinetic energy of the vehicle

Since the 1990s, zero-emission vehicle (ZEV) requirements and rising petroleum prices rekindled people’s passion in electric vehicles. To comply with California’s ZEV requirements, General Motors produced and began leasing the EV1 electric car from 1996 to 1999. Tesla Motors, a California-based electric vehicle manufacturer, launched the Tesla Roadster and Model S, the first fully electric sports car, in small numbers in the United States. In 2010, the BEV Nissan LEAF was launched as well. Table 15.1 summarizes the highway-capable electric cars and light utility vehicles produced from 2008 through September 2013.*

Despite all the merits mentioned above, purely electric-powered vehicles currently face significant challenges, including insufficient drive range and high costs. Battery-related challenges such as battery cost, volume and weight, short drive range per charge, and long charging time all present significant hurdles to the wide adoption of electric vehicles. To solve this problem, researchers are investigating to improve the specific energy and specific power of battery packs, invent alternative methods to reduce the cost, and also work on other electric components such as electric machines and power electronics to bring down the cost on a vehicle level.

Figure 15.1 shows the major types of vehicles, ranging from conventional vehicle to BEV. In general, vehicle powertrain electrification is becoming increasingly important to achieve improved fuel efficiency, reduce dependence on fossil fuel, and diminish carbon emissions. Currently, the REEV concept is one of the affordable electric vehicles that minimizes the risk of depleting batteries and running out of range by adding an auxiliary energy supply.

FCEV, running on hydrogen, does not emit pollutants and has a relatively long driving range. For fuel cell vehicles (FCVs), the refill time is relatively short. Compared with BEVs, ECVs can attain a much higher driving range and low carbon dioxide emissions as well, as shown in Figure 15.2. The Honda Clarity, an FCEV, is currently available for lease in the United States, Japan, and Europe, and is expected to start mass production around 2018. The price for fuel cells is high, and infrastructure, such as hydrogen filling stations, is not available in most locations. Most hydrogen produced recently comes from fossil fuels, in which process greenhouse gases, such as carbon dioxide, are released. However, Figure 15.2 shows that the hydrogen generated from natural gas, renewable biomass, and other carbon-free renewable energy sources, such as wind energy, solar energy, and nuclear energy, would reduce carbon dioxide emissions greatly.
Advanced Electric Drive Vehicles

Solar electric vehicles are driven by electricity generated by solar panels, which are not practical for everyday mobility, but are still a bright opportunity for research. Furthermore, solar power can be used to provide power onboard, not for traction, but for auxiliary functions, such as audio and communication, and can also be incorporated into charging stations or grids and indirectly power vehicles.

Electric bicycles, with electric machines to assist the riders or propel the bicycle fully, are also important part of electric mobility. EV, REEV, FCEV, solar-powered electric vehicle (SEV), and electric bicycle (EB) all play their roles in electric mobility, which are discussed in detail in the following sections.

**FIGURE 15.2** Well-to-wheels petroleum energy use and greenhouse gas emissions for future midsize vehicles. Renewable energy in the figure includes various types of ultralow-carbon renewable energies, such as wind energy and solar energy. British thermal unit (BTU), used in the figure, is defined as the amount of energy required to raise the temperature of one pound of water by 1°F. 

Solar electric vehicles are driven by electricity generated by solar panels, which are not practical for everyday mobility, but are still a bright opportunity for research. Furthermore, solar power can be used to provide power onboard, not for traction, but for auxiliary functions, such as audio and communication, and can also be incorporated into charging stations or grids and indirectly power vehicles.

Electric bicycles, with electric machines to assist the riders or propel the bicycle fully, are also important part of electric mobility. EV, REEV, FCEV, solar-powered electric vehicle (SEV), and electric bicycle (EB) all play their roles in electric mobility, which are discussed in detail in the following sections.
15.2 EV CONFIGURATIONS AND MAIN COMPONENTS

15.2.1 Configurations for EVs

Figure 15.3 shows a front-engine, rear-wheel-drive powertrain layout for conventional vehicles. The internal combustion engine acts as the only power source, located at the front. The mechanical power from the engine is transmitted via a clutch and a short shaft to the gearbox. A propeller shaft from the gearbox delivers the power to the differential gears, which drive the wheels through two drive shafts.

The operation of a conventional electric vehicle is comparable to that of an ICEV, as shown in Figure 15.4. The major components of the electric vehicle’s powertrain are an electric machine, an eclectic control unit (ECU), a battery pack, a battery management system, a power converter, an inverter, and a regenerative braking system. However, instead of being driven by an internal combustion engine, an electric vehicle is propelled by a traction motor, which is controlled by an ECU. The ECU takes signals from the driver via the accelerator pedal, the brake pedal, and so on, and feedback signals from the sensors such as vehicle’s speed and acceleration to control the power requirement and power flow direction of the traction motor. In addition to that, electric vehicles incorporate a regenerative braking system, which captures most of the kinetic energy otherwise wasted when the brake pedal is applied.

EVs are much more flexible in terms of powertrain configurations, as illustrated in Figure 15.5. As explained earlier, a conventional EV drivetrain configuration mainly consists of an electric machine, a clutch, a multispeed gear transmission, a differential and driving shaft, as shown in

![Figure 15.3](image-url) Front-engine rear-wheel-drive conventional vehicle powertrain.

![Figure 15.4](image-url) Conventional electric vehicle powertrain.
Figure 15.5a. As seen in conventional electric vehicle powertrains, the internal combustion engine was directly replaced by an electric machine and a battery pack. Figure 15.5b shows an EV configuration with a fixed-gear transmission. In this configuration, the electric machine used as the prime mover should be capable of operating in a wide speed range. The mechanical complexity of the transmission is reduced and the drivetrain is downsized. The electric machine, the fixed-gear transmission, and the differential can be integrated in the driveshaft, which further simplified the whole drivetrain. The differential, connected to the driveshaft, enables the drive wheels to rotate at different speeds during cornering.

In Figure 15.5d, two electric machines not only operate as the prime mover for the EV but replace the role played by the differential as well. This configuration can be further simplified by integrating the fixed gear into the drive wheels, as shown in Figure 15.5e. In-wheel-motor drivetrain employs in-wheel motors, which significantly simplify the mechanical design for EVs, as shown in Figure 15.5f. In-wheel motors can be deployed in several arrangements, such as two front-wheel drive, two rear-wheel drive, and four-wheel drive, as shown in Figure 15.6.

Instead of working as a drive wheel, the in-wheel motor contains the electric motor, which actually drives the vehicle. The in-wheel motors for some electric vehicles have the feature of regenerative braking as well. In this EV configuration, most conventional mechanical components, such as driveshafts, axles, transmission, and differentials in the drivetrain, are replaced by a drive-by-wire
system. The motor-in-wheel drivetrain can improve the vehicle’s fuel economy by reducing the vehicle’s weight and raising the drivetrain’s efficiency, and enlarge passenger and luggage space. Four motor-in-wheel drives can increase the flexibility of steering and reduce the turning radius. However, this configuration requires the in-wheel motor to operate in a much wider range and be capable of starting and accelerating the vehicle by themselves, and the weight added to the wheels requires adjustment of the suspension system. Further, the motor-in-wheel drivetrain requires more complex control systems.

15.2.2 Energy Storage Device for EVs

As discussed earlier, electric vehicles can be fueled by a wide variety of energy sources, which will reduce the dependency of transportation on fossil fuel and enhance a nation’s security of energy supply. Currently, there exist several energy sources for electric vehicles, such as lead-acid batteries, nickel–cadmium batteries, lithium-ion batteries, supercapacitors, fuel cells, solar cells, and flywheels. Several energy storage devices are compared using the Ragone plot, as shown in Figure 15.7.

The specific energy shown in the Ragone plot represents the energy storage capacity for a particular device, which is related to how far the vehicle can go on a single charge, while the specific power shows the energy release rate for the device, associated with how fast the vehicle can accelerate. Supercapacitors have very high specific power, but low specific energy, while electrochemical batteries have a lower specific power and higher specific energy. Fuel cells stand out in terms of specific energy. The diagonal lines, often called “burn time,” are obtained by dividing the specific energy by the specific power. For instance, if one energy storage device contains 1 Wh/kg and releases power at 1 W/kg, the stored energy would be depleted in 1 h. Thus, the burn time for this device is 1 h.

The energy supply configurations vary due to the variations of the energy source and the combinations of different energy sources. Several energy supply configurations are shown in Figure 15.8. As shown in Figure 15.8a, the battery pack operates as the sole energy source for the vehicle when it is accelerating, cruising, and climbing hills, and during regenerative braking. This requires the battery pack to have proper specific energy and specific power to satisfy these requirements.

In 2010, GE exhibited an electric bus with a dual-battery energy supply system, which combines a high-energy-density sodium battery with a high-power lithium battery, the mechanism for which is similar to the configuration shown in Figure 15.8b. The combined energy storage system satisfies the power requirements of acceleration and drive range of the vehicle.
Figure 15.8c shows that the fuel cell and battery pack can be combined and serve as the energy storage system for electric vehicles. The fuel cells combine hydrogen stored in a fuel tank onboard and oxygen extracted from air to generate electricity. The by-product of this reaction is water. The onboard battery pack can be used to store the excess energy and the regenerative braking energy. However, the key problems of this technology are hydrogen supply infrastructure development and onboard storage.

Figure 15.9 presents an alternative. The hydrogen used by a fuel cell can be generated onboard from methanol, ethanol, gasoline, or diesel by a reformer. Long-life and low-cost catalyst for the fuel conversion is crucial. The hydrogen generated needs to be purified, and CO, a poisoning gas for most fuel cells, needs to be removed from the reformate gas before being fed into the fuel cells.

The energy density of supercapacitors pales against most chemical batteries, but the supercapacitors excel regarding power density. The supercapacitors can be charged and can release power quickly. The supercapacitor can absorb the power peaks in regenerative braking and aid the battery pack when the vehicle is in need of high power. A combination of supercapacitor and battery pack would downsize the battery pack, improve the powertrain’s specific energy, reduce the peak power load on the battery pack, and enhance the life of the battery pack. As shown in Figure 15.10, an additional DC–DC converter is used to interface between the battery pack and the supercapacitor.

The flywheel, operating at very high speeds in a vacuum environment, is another energy buffer that can be used for the electric vehicle’s powertrain. Flywheels have high specific power and can receive high energy, which can be employed to recover kinetic energy when the electric vehicle is...
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decelerating or braking. The main component in a simple flywheel is a plane disk spinning around its axis. When the plane disk slows down, the kinetic energy stored in the flywheel can be released. Figure 15.11a shows that a generator can be used to generate electricity from the energy stored in the flywheel, or employed to accelerate the flywheel. Figure 15.11b shows that the flywheel can be connected to the vehicle wheels through a clutch and a gearbox through which the kinetic energy stored in the flywheel can directly drive the electric vehicle.

**FIGURE 15.8** Energy supply source configurations: (a) basic battery-based energy supply, (b) dual-battery energy supply system, (c) fuel cell-based energy supply, (d) fuel cell energy supply with hydrogen reformer onboard, (e) supercapacitor-based energy supply system, and (f) flywheel-based energy supply system.

B: Battery pack  
C: Converter  
R: Hydrogen reformer  
FC: Fuel cell  
FW: Flywheel  
SC: Supercapacitor

**FIGURE 15.9** Fuel cell energy system with a hydrogen reformer.
15.3 EV PERFORMANCE

15.3.1 Power Distribution for Electric Vehicles

The power from the powertrain system provides the vehicle’s acceleration, enables the vehicle to ascend a gradient, overcomes aerodynamic resistance, and surpasses rolling resistance, as shown in Figure 15.12. Furthermore, additional power is required to overcome the internal transmission and conversion losses, accelerate the rotating components, for instance, wheels and
mechanical transmission, and power other auxiliaries, such as light, wipers, horn, radio, heating, and air conditioning.

As shown in Figure 15.13, the vehicle’s longitudinal acceleration can be determined by

\[
\frac{dV_x}{dt} = \frac{1}{f_m M} (F_{sf} + F_{sr} - F_r),
\]

where \( M \) is the overall mass of the vehicle, \( V_x \) is the vehicle speed, \( f_m \) is the mass factor that converts the rotational inertia of rotating components into equivalent translational mass, \( F_{sf} \) is the longitudinal force on the vehicle at the front-wheel ground contact, \( F_{sr} \) is the longitudinal force on the vehicle at the rear-wheel ground contact, and \( F_r \) is the total resistive force.

If the electric vehicle is front-wheel drive, the above equation can be modified into

\[
\frac{dV_x}{dt} = \frac{1}{f_m M} (F_{sf} - F_r).
\]

The total resistive force can be determined by the following equation:

\[
F_r = (F_{sf} + F_{sr}) \cos \theta \cdot C_r + F_d + Mg \sin \theta,
\]

FIGURE 15.12  Power distribution for an electric vehicle.

FIGURE 15.13  Vehicle longitudinal dynamics.
where $F_{zf}$ is the force perpendicular to the road on the vehicle at the front-wheel ground contact, $F_{zr}$ is the force perpendicular to the road on the vehicle at the rear-wheel ground contact, $\theta$ is the gradient of the road, $C_r$ is the coefficient of rolling resistance between tires and road surface, and $F_d$ is the aerodynamic air drag acting on the vehicle. The total resistive force can be expressed as a function of the vehicle’s speed. The aerodynamic air drag can be calculated by the following equation:

$$F_d = \frac{1}{2} C_d \rho A (V_x - V_w)^2 \text{sgn}(V_x - V_w), \quad (15.4)$$

where $\rho$ is the mass density of air, $C_d$ is the aerodynamic drag coefficient that characterizes the shape of the vehicle body, $A$ is the effective frontal vehicle cross-sectional area, and $V_w$ is the component of wind speed on the vehicle’s moving direction. The wind speed $V_w$ has a positive sign when it is in the same direction as the vehicle’s longitudinal speed $V_x$, and a negative sign when it is opposite to the vehicle’s longitudinal speed. Let us assume that the aerodynamic air drag acts on the vehicle’s center of gravity. When the wind speed $V_w$ is not considered in the model, the aerodynamic air drag can be rewritten as

$$F_d = \frac{1}{2} C_d \rho AV_x^2 \text{sgn}(V_x). \quad (15.5)$$

Forces perpendicular to the road on the vehicle at the front- and rear-wheel ground contact are given as

$$F_{zf} = -h(F_d + Mg \cdot \sin \theta + M \dot{V}_x) + L_a \cdot Mg \cdot \cos \theta, \quad (15.6)$$

$$F_{zr} = h(F_d + Mg \cdot \sin \theta + M \dot{V}_x) + L_a \cdot Mg \cdot \cos \theta, \quad (15.7)$$

where $L_a$ is the distance between vertical projection points of the front axle and the vehicle’s center of gravity, $L_b$ is the distance between vertical projection points of the rear axle, $h$ is the height of the vehicle’s center of gravity, and $L = L_a + L_b$.

### 15.3.2 Vehicle Acceleration

The initial acceleration force is specified to propel the vehicle from full stop to its rated velocity $V_{rv}$, in $t_{rv}$ seconds. At motor’s rated speed, the electric vehicle achieves its speed of $V_{rm}$. It is assumed that $V_{rm}$ is less than $V_{rv}$. When the vehicle accelerates from standstill to $V_{rm}$ in the electric motor’s constant torque region, the traction force $F_x$ during this stage is obtained by

$$F_{x,rm} = \frac{P_m}{V_{rm}}, \quad (15.8)$$

where $P_m$ is the motor’s rated power. In the electric motor’s constant power region, the traction force can be estimated by

$$F_x(V) = \frac{P_m}{V}. \quad (15.9)$$
The vehicle’s acceleration $a$ can be defined as

$$a = \frac{dV}{dt} = \frac{1}{f_m M} (F_x - F_r).$$  \hspace{1cm} (15.10)

When the vehicle accelerates from standstill to $V_{rm}$, the time spent can be calculated by

$$t_{rm} = f_m M \int_{0}^{V_{rm}} \frac{dV}{F_x - F_r(V)}. \hspace{1cm} (15.11)$$

The total resistive force $F_r(V)$ can be expressed as a function of vehicle speed. When the vehicle accelerates from $V_{rm}$ to $V_{rv}$, the time spent can be

$$\Delta t = t_{rv} - t_{rm} = f_m M \int_{V_{rm}}^{V_{rv}} \frac{dV}{F_x - F_r(V)}. \hspace{1cm} (15.12)$$

Thus, the acceleration time for the vehicle to accelerate from standstill to the rated velocity can be obtained by

$$t_{rv} = f_m M \left[ \int_{0}^{V_{rm}} \frac{dV}{F_x - F_r(V)} + \int_{V_{rm}}^{V_{rv}} \frac{dV}{F_x - F_r(V)} \right]. \hspace{1cm} (15.13)$$

The initial acceleration force is specified to propel the vehicle from full stop to its rated velocity $V_{rv}$ in $t_{rv}$ seconds, as shown in Figure 15.14. The traction motor can deliver sufficient force to propel the electric vehicle at the rated speed. The cruising range is related to the battery’s capacity.

**FIGURE 15.14** Electric vehicle acceleration graphic.
15.3.3  **Vehicle’s Maximum Speed**

When the vehicle is cruising at its maximum speed $V_{\text{max}}$, the tractive power requirement can be estimated as

$$P_{V_{\text{max}}} = V_{\text{max}} F_r = V_{\text{max}} \left[ M g \sin \theta + \frac{1}{2} C_d \rho A (V_{\text{max}} - V_w)^2 \operatorname{sgn}(V_{\text{max}} - V_w) + M g \cos \theta \cdot C_r \right]. \quad (15.14)$$

Aerodynamic drag is significant at high-speed cruising compared to low-speed driving conditions, as shown in Figure 15.15. Normally, $P_m$ will be much greater than the $P_{V_{\text{max}}}$ value to achieve greater acceleration performance. Otherwise, $P_{V_{\text{max}}}$ will define the traction motor power rating.

### 15.4  Range-Extended Electric Vehicle

#### 15.4.1 Range-Extended Electric Vehicle Introduction

Owing to the limited capacity and longer charging time of battery technologies, BEVs are inferior to conventional and hybrid vehicles in terms of achieving higher driving range. Therefore, BEVs are suitable for short driving objectives such as urban commutes, and so on. REEVs, however, increase the driving range of the vehicle by incorporating an auxiliary electrical power source to the propulsion system, as shown in Figure 15.16. As shown in Figure 15.17, the range extender can be a small internal combustion engine with a generator. Instead of powering the vehicle directly, the engine in a range extender is acting as an electricity generator to recharge the batteries. The battery capacity for a REEV is designed to satisfy a customer’s average daily usage, while the range extender allows the vehicle to maintain an acceptable long drive range. Compared to the conventional ICEVs, fuel consumption and carbon dioxide emission for REEVs are significantly reduced.

#### 15.4.2 Range Extenders

The engine-based range extender, as shown in Figure 15.18a, is commonly designed to be extremely compact, lightweight, and low-cost. The engine is controlled to operate in its economic zone with high efficiency. Other types of energy sources can also be used as the range extender. As shown in
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Figure 15.18b, a fuel cell system can also be incorporated as a range extender to provide electric power to the powertrain system when the battery state of charge (SOC) reaches its power limit. Instead of carrying a bulky and heavy battery pack to achieve a long driving range, a fuel cell-based range extender can be used to downsize the battery pack and reduce the cost of the battery.

15.4.3 RANGE EXTENDER CONNECTION

Figure 15.19 shows two ways of connecting a range extender. In the first case, the range extended is connected to the battery, as shown in Figure 15.19a. The energy from the range extender flows in two directions: to the battery pack and to the load via a DC–DC boost converter and a DC–AC

![Diagram of range-extended electric vehicle powertrain configuration](image-url)
inverter. In this case, the total energy $E_{load}$ flowing from the range extender to the load can be calculated by the following equation:

$$E_{load} = E_{RE} (\alpha \cdot \eta_{BAT} + \beta \cdot \eta_{DC} \cdot \eta_{AC}), \quad (15.15)$$

where $E_{RE}$ is the energy provided by the range extender, $\alpha$ is the percentage of the energy flowing from the range extender to the battery pack, $\beta \ (0 < \beta \leq 1)$ is the percentage of the energy flowing from the range extender to the boost converter, $\eta_{BAT}$ is the energy conversion efficiency for the battery pack, $\eta_{DC}$ is the energy conversion efficiency for the boost converter, and $\eta_{AC}$ is the energy conversion efficiency for the inverter.

The range extender can also be connected to the DC link, as shown in Figure 15.19b. In this case, the energy consumed by the load is given by

$$E_{load} = E_{RE} (\alpha \cdot (\eta_{DC})^2 \cdot \eta_{BAT} + \beta) \cdot \eta_{AC}. \quad (15.16)$$

Comparing the two equations above, it can be concluded that connecting the range extender to the DC link has a higher efficiency if the following holds true:

$$\beta > \alpha \cdot \eta_{DC} \cdot \eta_{BAT}. \quad (15.17)$$

If the total energy from the range extender flows to the load, the range extender should be connected to the DC link in order to increase the overall efficiency. It is preferable that the battery pack keeps its SOC during the extended range driving stage. The energy used to charge the battery pack from the range extender would finally move to the load in which process the energy conversion efficiency is reduced.
15.5 FUEL CELL ELECTRIC VEHICLE

15.5.1 FUEL CELL ELECTRIC VEHICLE INTRODUCTION

FCEVs run on electricity generated by the fuel cells onboard. The fuel cells combine oxygen and hydrogen, in which process electricity and water are generated. The fuel cells are much more efficient than most other types of energy converters, such as internal combustion engines and chemical batteries. Furthermore, the by-products of fuel cells are only water and heat, and depending on the fuel source, very small amount of nitrogen dioxide and other emissions. Fuel cell powertrain minimizes noise and enhances the driving comfort. However, there are plenty of challenges for the FCEV to overcome before it gains its foothold in electric mobility. Compared with internal combustion engines and other energy sources, fuels cells are more expensive. Waste water vapor needs to be well managed and would be another concern for foggy and misty places. Hydrogen preparation, storage, transportation, and distribution are all important issues to be properly dealt with.

15.5.2 FUEL CELL INTRODUCTION

A fuel cell is an electrochemical energy conversion device, which combines hydrogen and oxygen to produce electricity and emits water as the by-product of this reaction. The proton exchange membrane fuel cell (PEMFC) and the alkaline fuel cell are two of the most commonly developed fuel cells for electric vehicle application.

Figure 15.20a shows the mechanism of a PEMFC. The electrolyte is an ~0.1-mm-thick proton-conducting plastic membrane, coated with a platinum catalyst. At the anode, hydrogen gives up its electron to the anode with the help of the catalyst. The electrolyte membrane is designed to allow only hydrogen ions to pass through. At the cathode, the hydrogen ions, oxygen, and electrons are bonded to form water. In this process, electrons flow from the anode to the cathode through the external load. As shown in Figure 15.20b, for alkaline fuel cells, alkaline electrolyte only allows
hydroxide to pass through. At the anode, hydrogen combined with hydroxide generates water and electrons; at the cathode, oxygen, water, and electrons are combined to create hydroxide.

15.5.3 Fuel Cell Electric Vehicle Powertrain

Figure 15.21 shows a powertrain system for an FCEV. The primary components in the powertrain consist of a fuel tank, a fuel processor, a fuel cell as primary energy source, a battery pack, an electric machine as the traction motor, and so on. The vehicle controller takes command signals from the accelerator pedal and the brake pedal, the speed signal, the fuel cell power signal, and the battery signal, and sends the control signal to the fuel cell system. The power from the fuel cell and the battery pack combine to provide energy for the electric machine, which propels the vehicle through the transmission system.

Figure 15.22 shows that the fuel cell can be combined with other types of energy storage devices to provide power for the powertrain. Energy from the battery pack and the fuel cell can be combined to drive the electric motor, as shown in Figure 15.22a. The fuel cell in this configuration is more like a range extender. Figure 15.22b shows the parallel combination of the supercapacitor, and the
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Fuel cell can work as the energy storage device for the electric vehicle. As stated earlier, the supercapacitor has high specific power and can assist the fuel cell in providing high power. In regenerative braking, peak power can be absorbed by the supercapacitor. Figure 15.22c and d shows two arrangements of the combination of the fuel cell and the flywheel. The mechanical energy stored in the flywheel can be converted into electrical energy first, and then combined with the energy from the fuel cell, as shown in Figure 15.22c. Figure 15.22d shows that the energy flowing out from the fuel cell can be converted into mechanical energy first and the energy from two energy devices then can be combined mechanically.

**FIGURE 15.21** Powertrain system for a fuel cell electric vehicle.

**FIGURE 15.22** Fuel cells combined with other energy sources: (a) fuel cell combined with battery pack as energy source, (b) fuel cell combined with supercapacitor, (c) fuel cell combined with flywheel, and (d) another type of combination of fuel cell and flywheel, in which flywheel can provide mechanical energy directly and propel the vehicle through mechanical transmission.
15.6 SOLAR ELECTRIC VEHICLE

15.6.1 Solar Electric Vehicle Introduction

Allan Freeman in England built the first solar-powered vehicle in 1979. Solar-powered vehicles capture the energy from the sun through photovoltaic cells and convert the solar energy into electricity, which can either power the vehicles directly or charge the batteries. The World Solar Challenge (WSC) is one of the most well-known events for solar-powered vehicles, crossing the Australian continent from Darwin to Adelaide, as shown in Figure 15.23. The WSC is now held every 3 years and attracts teams from all over the world. Similar events are held in Japan, the United States, South Africa, and so on.

15.6.2 Solar Electric Vehicle Powertrains

There are several configurations for the solar-powered vehicle’s powertrain, as shown in Figure 15.24. Figure 15.24a shows, for the conventional solar-powered powertrain, that the solar energy harnessed from the sun is first converted into electricity by solar panels, and then the electricity directly powers the traction motor, which drives the vehicle forward. The conventional solar-powered powertrain is easy to implement and operate, but has a short drive range, limited acceleration capacity, and low efficiency, and is highly sensitive to weather conditions.

Rather than simply connecting the solar panels to the battery pack, the method of maximum power point tracking, frequently referred to as MPPT, is used to connect the solar panel and battery, in order to maximize the power generation from solar panels at different irradiance levels, as shown in Figure 15.24b. Simply speaking, MPPT is an output variable electronic DC–DC converter, which constantly tracks the output from the solar panel, compares it with the voltage from the battery pack, and prepares the optimized voltage to deliver the maximum power into the battery pack, as shown in Figure 15.25. The power from MPPT can power the electric machine directly, and the power

![Route map of World Solar Challenge held in Australia.](image-url)
FIGURE 15.24 Solar-powered electric vehicle powertrain configurations: (a) conventional solar-powered powertrain, (b) solar-powered powertrain with maximum power point tracking, and (c) solar-powered in-wheel drive with MPPT and regenerative braking.
surplus can be used to charge the battery pack. The energy stored in the battery pack can be used to assist in powering the vehicle when the power obtained from MPPT is low, or when the weather is cloudy. Figure 15.24c shows another powertrain configuration for solar-powered vehicles; in-wheel motors drive the vehicle directly, which improves the efficiency by removing the transmission. The overall efficiency for the powertrain also gets enhanced by gathering the kinetic energy from regenerative braking.

### 15.6.3 Solar-Powered Charging Station

Solar electric vehicle currently is not practical for everyday mobility. Instead of being installed onboard, the solar panels would be mounted at charging stations at home, in parking lots, or elsewhere as a solar power source and used to convert solar energy into electricity, which then charges electric vehicles. Figure 15.26 shows a parking lot being transformed into a solar-powered charging station.

### 15.7 Electric Bicycle

#### 15.7.1 Electric Bicycle Introduction

Affordable, efficient, and convenient, electric bicycles now play an important role in electric mobility. Battery-powered electric bicycles can be seen in China, Japan, and other places across the world.
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More people choose to replace traditional bikes or even vehicles with electric bicycles for daily short-range commutes, especially in urban areas. Electric-powered vehicles have been supported by many local governments to reduce pollution and traffic congestion in the city areas. Currently, the travel range on a single full charge is acceptable for most electric bicycles. They are mostly driven directly by brushed DC electric machines, which are powered by lead-acid or nickel-cadmium batteries, or propelled by drivers with electric motors as auxiliary energy source.

15.7.2 Electric Bicycle Propulsion System

Figure 15.27 shows the scheme of an electric propulsion system for an electric bicycle. The major components for this system include a battery pack, an inverter, a battery management system, an accelerator, an in-wheel motor, and an ECU. The ECU takes the acceleration signal from the driver, motor’s rotational speed obtained through Hall speed sensor installed in the motor, and battery information to provide the command signal to the inverter. The energy from the battery pack controlled by a battery management system powers the in-wheel motor via the inverter. Some electric
bicycles can capture kinetic energy through regenerative braking system when the rider applies the brake. The electric bicycle can be driven by either an electric machine or a combination of electric machine and the rider.

15.7.3 ELECTRIC BICYCLE POWER DISTRIBUTION

Electric bicycles are expected to travel at a low speed, compared with other types of electric motilities. The time used for an electric bicycle to accelerate from standstill to its expected speed is short. Thus, the total power $P_{\text{total}}$ provided by the electric propulsion system, or by the rider power input through pedals, or the combination of the two, is used to overcome the power for hill climbing $P_{hc}$, the power for surpassing rolling and bearing resistance $P_f$, and the power for overcoming aerodynamic drag $P_d$, as illustrated in Figure 15.28, which can be calculated using the following equation:

$$P_{\text{total}} = P_{hc} + P_f + P_d.$$  

(15.18)

The power consumed in hill climbing can be calculated by

$$P_{hc} = MgV_g \sin(\theta),$$  

(15.19)

where $M$ is the total weight, $g$ is the gravitational acceleration, $V_g$ is the ground speed, and $\theta$ is the gradient of the road. The power required to overcome the bearing and tire friction can be measured when the bicycle is traveling at a constant speed with negligible wind speed, which can be estimated by

$$P_f = C_r MgV_g,$$  

(15.20)

where $C_r$ is the resistance coefficient. The power used to overcome the aerodynamic drag can be calculated by

$$P_d = \frac{1}{2} C_d \rho A V_r^2 V_g,$$  

(15.21)

where $\rho$ is the mass density of air, $C_d$ is the aerodynamic drag coefficient that characterizes the shape of the bicycle body, $A$ is the effective frontal cross-sectional area, and $V_r$ is the relative speed in air.

![Figure 15.28](http://www.electronicbo.com)

**FIGURE 15.28** Power distribution for electric bicycle.
When the electric bicycle is traveling at speeds less than 3 m/s, the total power is primarily consumed to overcome hill climbing and rolling and bearing resistance, as shown in Figure 15.29. When the road is flat, the total power is mainly used to overcome rolling and bearing resistance. The power to overcome hill climbing and rolling resistance increases almost linearly with the increase of bicycle speed, provided the road gradability is steady. At speeds greater than 3 m/s and on flat road, the majority of the total power is used to overcome the aerodynamic resistance. The power for overcoming aerodynamic resistance increases with the cube of the bicycle speed. When the bicycle is traveling on steep hills, the bicycle can only travel at a low speed and more power is required to cross the slope.

When the electric bicycle is traveling at speeds less than 3 m/s, the total power is primarily consumed to overcome hill climbing and rolling and bearing resistance, as shown in Figure 15.29. When the road is flat, the total power is mainly used to overcome rolling and bearing resistance. The power to overcome hill climbing and rolling resistance increases almost linearly with the increase of bicycle speed, provided the road gradability is steady. At speeds greater than 3 m/s and on flat road, the majority of the total power is used to overcome the aerodynamic resistance. The power for overcoming aerodynamic resistance increases with the cube of the bicycle speed. When the bicycle is traveling on steep hills, the bicycle can only travel at a low speed and more power is required to cross the slope.

**ASSIGNMENT**

1. Survey recent commercial and research electric vehicle programs around the world.
2. Survey various standardizations and regulations related to electric vehicle charging.
3. List and compare energy sources for electric vehicles. Discuss the recent development, advantages, and disadvantages for each type of energy source.
4. Survey the current status of commercial electric bicycles manufacture and sales worldwide. Compare the regulations regarding electric bicycles in China, Japan, and the United States.
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16.1 INTRODUCTION

Conventional vehicles (CVs), which use petroleum as the only source of energy, represent a majority of the existing vehicles today. As shortage of petroleum is considered as one of the most critical worldwide issues, costly fuel becomes a major challenge for CV users. Moreover, CVs emit greenhouse gases (GHG), thus making it harder to satisfy stringent environmental regulations. One of the most attractive alternatives includes electric vehicles (EVs) or zero emission vehicles (ZEVs), which only consume electric energy. However, due to the limited energy densities of the current commercially available battery packs, the performance of EVs are restrained as neighborhood vehicles, with limitations of low speed, short autonomy, and heavy battery packs. As a successful example, Canada-based ZENN’s commercialized EV has an average speed of 25 mph and 30–40 miles driving range per charge.

Currently, the most promising and practical solution is the hybrid electric vehicles (HEVs). Its propulsion energy is usually from more than two types of energy storage devices or sources, and one of them has to be electric. HEV drive trains are basically divided into series and parallel hybrids. Series hybrids are electric-intensive vehicles, as the electric motor is the only traction source, and the internal combustion engine (ICE) merely works at its maximum efficiency, as an on-board generator, to charge the battery.

Keeping in mind the goals of creating an energy-wise, cost-effective, and overall sustainable society, plug-in hybrid electric vehicles (PHEVs) are recently being widely touted as a viable alternative to both conventional and regular HEVs. PHEVs are equipped with sufficient onboard electric power to support daily driving (an average of 40 miles/day) in an all-electric mode, only using the energy stored in batteries, without consuming a drop of fuel. This, in turn, causes the embedded ICE to use only a minimal amount of fossil fuel to support further driving beyond 40 miles, which further results in reduced GHG emissions.

PHEVs can reduce fuel consumption by charging its battery from the grid. It is, thus, a valid assumption that moving into the future, a large number of PHEV users will most definitely exist, and the overall influence of charging the onboard energy storage system (ESS) cannot be neglected. Related literature firmly states that by the year 2020, the market share of PHEVs will increase to about 25%. Based on these data, the additional electric energy demanded from the distribution grid for 5 million PHEVs would roughly be about 50 GW h/day. Also, the typical charging time would be 7–8 h, which might make it hard to accommodate these additional loads in the load curve without increasing the peak load. Also, the required additional charging energy would have a possible impact on the utility system.

Expanding the electric system the conventional way, with large generating plants located far from the load centers, would require upgrading the transmission and distribution systems too. Besides the high costs, this can take many years before obtaining the right-of-way. Alternatively, smaller power plants based on renewable energy, such as wind energy, is a cost-effective renewable energy, in addition to many utilities. Also, solar energy can be installed in a fraction of that time on the distribution system, which is commonly referred to as “distributed generation (DG).” Photovoltaic (PV) presents a modular characteristic and can be easily deployed in the roof top and facades of residences and buildings. Many corporations are adopting the green approach for distributed energy generation. For instance, Google has installed 9 MWh/day of PV on its headquarters, Googleplex, in Mountain View, California. At the moment, it is connected to Mountain View’s section of electricity grid. Alternatively, it could be used for charging PHEVs during work hours, being a great
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perk for environmentally concerned employees. The energy stored in the batteries could also be used for backup during faults. In Canada, the latest projections (2000) indicate that by 2010, renewable DG sources will represent at least 5% of the total energy produced and 20% of cogeneration, from the actual figures of 1% and 4%, respectively. Therefore, from the environment point of view, charging PHEVs with solar power will be the most attractive solution.

This chapter primarily aims at addressing the practical issues for commercialization of current and future PHEVs, and focuses primarily on power electronics-based solutions for both current and future EV technologies. New PHEV power system architectures are discussed in detail. Key EV battery technologies are explained as well as corresponding battery management issues are summarized. Advanced power electronics intensive charging infrastructures for EVs and PHEVs are also discussed in detail.

16.2 EV AND PHEV CHARGING INFRASTRUCTURES

16.2.1 EV/PHEV BATTERIES AND CHARGING REGIMES

Replacing the conventional internal combustion engines with electric vehicles (EVs) and plug-in hybrid EVs (PHEVs) in a large scale can result in tremendous prosperities for saving our world from the dangerous ever-increasing rate of pollutants. The majority of benefits such as pollution reduction and decrease of oil consumption resulting from moving toward using EVs and PHEVs are mainly based on using batteries as a green source of energy. The chemical nature of batteries makes them to have a highly nonlinear behavior and dependent on many factors such as chemistry, temperature, aging, load profile, and charging algorithm. Besides, to have a specific amount of energy for a reasonable all electric range (AER), tens or hundreds of cells should be connected in series and parallel to make the desirable voltage and current ratings of the battery pack [1,2]. This causes the nonlinear behavior of cells to be amplified in some aspects. Furthermore, there are phenomena that are observed only in battery packs and not in single cells, such as thermal unbalance among the cells in packs.

EV and PHEV battery packs are relatively expensive compared to the price of the whole car, due to high number of cells, chemistry types such as lithium-based, protective circuits, and so on. Accordingly, the life cycle of these battery packs are very important. Therefore, reduction in cost for the final customer can be achieved with increasing the battery pack life cycle, which results in posterior need for replacement of the whole pack. Just to get an idea about the price of the battery packs, a real example from Honda Civic is mentioned here [3]. Recently, there was news about Honda Company regarding battery packs of Honda Civics produced during 2006–2008. Apparently, some of the battery packs in second-generation Honda Civic hybrids, which went into production 5 years ago, are failing prematurely. According to regulations in California, there is a 10 year-, 150,000-mile warranty requirement on the components of the hybrid system. Honda Company has taken some actions to solve the problem; however, some customers are not satisfied and prefer to change the battery packs themselves. The price of these battery packs is about $2000 excluding shipping and installations.

The above-mentioned case shows the importance of the price of battery packs in commercialization of EVs and PHEVs on a large scale. A factor that highly impacts the life cycle of battery packs is the charging algorithm. There are also other factors involved such as the charging time that plays an important role in high attraction to EVs and PHEVs. These topics and all other ones related to this area should be mainly handled with a multilevel control and power system called battery management system (BMS) which takes care of all or some of the aspects affecting batteries in any way. The more accurate and comprehensive the BMS is the more reliable, safer, and faster the charging procedure will be. Designing a high-efficient BMS needs very good understanding of the behavior of single cells according to the variations of different parameters and also mutation of these behaviors in a packed state with a large number of cells.
First, in the following sections, we try to describe and mention some basic definitions and aspects in the field of batteries and based on those come up with some results such as appropriate charging algorithms which improve the life cycle of batteries. In the following section, we do not want to describe very detailed mathematical definitions of different parameters of batteries, which can be used for solving problems and designing purposes, rather, it is intended to give some basic definitions, which help in understanding the later sections for readers who may not be familiar with these topics.

16.2.1.1 Battery Parameters

16.2.1.1.1 Battery Capacity

This parameter can be simply assumed as the amount of charge, which can be drawn from a fully charged battery until it gets fully discharged. An important effect in batteries is that the higher the amount of current drawn from a battery, the lower the capacity the battery will have. Hence, theoretically, battery capacity is defined as the amount of current drawn from a battery that completely discharges it in exactly 1 h. For example, a battery capacity of 10 Ah means that if a constant current of 10 A is drawn from the battery, it will get discharged completely after 1 h. However, in practice, battery manufacturers may use other definitions. Usually, a table of different test results is provided, which shows the amount of time the battery runs with different constant current loads and also another table with different constant power loads. In practice, this table provides much more practical information rather than standard definitions, because after production, different loads with different characteristics may be connected to the battery. Nevertheless, the amount of time that a battery runs is not predictable exactly, because not all the loads are constant current or constant power loads. Even if they are one of these types, those tables are valid for new batteries and not for aged ones. Therefore, in many design procedures, just rough estimates of battery runtime are calculated. The battery capacity is shown in the literature with letters such as “C” or “Q” or other notations. The main unit for battery capacity is ampere hour (Ah); however, based on the size of the battery, alternative units such as mAh or even mAs in the case of very small batteries are used.

16.2.1.1.2 C-Rate

This parameter is used to show the amount of current used for charging the battery or that of a load, which is drawn from the battery. For example, in the previous case of 10 Ah battery, when it is mentioned to terminate the charging process while the charging current falls below C/10 rate (10 h rate), it means that the charging should be stopped when current becomes less than the amount of current with which the battery is discharged after 10 h; in other words: 10 Ah/10 h = 1 Amp.

16.2.1.1.3 State of Charge

In its simplest form, state of charge (SOC) can be visualized as the percentage of the remaining water to the whole capacity of a water tank. In terms of charge, it means the percentage of charge available from a battery to the whole capacity of the battery. Assuming the battery as a water tank gives a good idea; however, it is very preliminary and not accurate because of some effects in the batteries such as relaxation effect, which will be described in the following sections. Besides, according to aging, the rated capacity of the battery reduces over time, hence, for determining SOC, the rated capacity should be measured or calculated regularly.

16.2.1.1.4 Depth of Discharge

Again using the water tank concept, depth of discharge (DOD) can be assumed as the percentage of water that has been drawn from the water tank to the whole capacity of the tank. In terms of charge, the water can be replaced with electric charge. This parameter is usually used in discharge patterns recommendations. For example, the battery manufacturer may recommend the user not to go over 30% DOD according to lifetime issues.
16.2.1.5 Energy Density

Energy density can be defined in two ways. One is “volumetric energy density,” which is defined as the amount of available energy from a fully charged battery per unit volume (W h/L). The unit “liter” is mainly used for measuring the volume of liquids. Mostly, the batteries have liquid electrolyte, so in such cases, it easily makes sense; however, even for solid-state electrolytes such as lithium polymer batteries, the same unit is usually used. The other way of defining the energy density is “gravimetric energy density,” which is usually referred to as “specific energy,” and defined as the available energy from a fully charged battery per unit weight (W h/kg). Based on application and based on the importance of the volume or weight, either definition can be used. In the case of EVs and PHEVs, usually weight is a more important factor than volume; hence, mostly specific energy would be seen in the literature for this specific application.

16.2.1.6 Charging Efficiency

The chemical reactions inside the battery during charge and discharge are not ideal and there are always losses involved. In other words, not all the energy used to charge the battery is available during discharge. Some of this energy is wasted in some types of energy dissipation such as heat energy dissipation. The charging efficiency can be defined as the ratio of available energy from the battery due to a complete discharge to the amount of energy needed to completely charge the battery. This parameter may be mentioned by other names such coulombic efficiency or charge acceptance. The types of losses that reduce coulombic efficiency are mainly losses in charging process due to chemical reactions, such as electrolysis of water or other redoxation reactions in the battery. In general, the coulombic efficiency for a new battery is high, however, reducing as the battery ages.

Hereafter, this chapter will discuss some aspects of batteries in the case of EVs and PHEVs regarding charging battery packs. This will greatly help in designing more efficient and flexible chargers based on battery behavior, which will finally lead to improvement of battery pack life cycle.

16.2.1.2 Important Characteristics of Common Battery Chemistries

There exist many types of batteries, which can be found in battery reference books such as [4]; however, a big part of them are just produced in laboratory conditions and still under investigation and not commercialized because of many factors such as nonmaturity, low-energy density, safety, high rate of toxic materials, and price. Hence, a small group of batteries are commercially available and mostly used which mainly are Pb-acid, Ni–Cd, Ni-MH, Li-ion, and Li-polymer. Batteries in the first view can be divided to two big categories, primary and secondary. Primary batteries are simply those which can be used only once, and after a full discharge they cannot be used any more. This is because the chemical reactions happening inside them are irreversible. Secondary batteries, however, can be used many times by recharging. In the case of automotive and traction applications, mostly secondary batteries are of interest, since utilizing primary batteries in these applications seems unreasonable. Here, we will only consider secondary-type batteries and when we are talking about batteries we mean secondary batteries, otherwise stated.

16.2.1.2.1 Lead Acid

For over one century, lead-acid (PbA) batteries have been utilized for various applications including traction. Their well-improved structure has led to valve-regulated lead-acid (VRLA) batteries, which can be considered as maintenance-free batteries, which is a desirable characteristic for PHEVs. In terms of efficiency, they have a high efficiency in the range of 95%–99%. The main disadvantage of PbA batteries is their weight; in other words, they have a low specific energy (30–40 W h/kg) compared to their counterparts.
16.2.1.2.2 Nickel–Cadmium
Considering low-power applications, nickel–cadmium (Ni–Cd) batteries also benefit from a mature technology, but considering traction applications, their specific energy is low as well. The typical specific energy for this type is 45–60 Wh/kg. They are mainly used where long life and price are of high importance. The main applications, which this type is utilized, are portable devices; however, in cases that high instantaneous currents are necessary, they are desirable. Considering environmental issues, they contain toxic metals [5].

16.2.1.2.3 Nickel–Metal Hydride
Comparing to previous types, they have higher specific energy but lower cycle life. In general, for the same size batteries, NiMH batteries can have up to two or three times energy of a Ni–Cd type. The typical value for the specific energy of the present technology NiMH batteries is in the range of 75–100 Wh/kg. This type is widely used in EVs and PHEVs.

16.2.1.2.4 Lithium-Ion
This type has noticeably high specific energy, specific power, and great potential for technological improvements providing EVs and PHEVs with perfect performance characteristics such as acceleration. Their specific energy is in the range of 100–250 Wh/kg. Because of their nature, Li-ion batteries can be charged and discharged faster than Pb-acid and Ni-MH batteries, nominating them as a good candidate for EV and PHEV applications. Besides all, Li-ion batteries have an outstanding potential for long life if managed in proper conditions, otherwise, their life can be a disadvantage. One of the main reasons is almost the absence of memory effect in Li-based batteries. A weak point of Li-based batteries is their safety issues. Overcharge of Li-ion batteries should be carefully prevented, as they are highly potential for explosion due to overheating caused by overcharging. They can almost easily absorb extra charge and get exploded. Utilizing advanced battery management systems (BMS) can ensure reliable range of operation of Li-ion batteries even in cases of accidents. Besides, Li-ion batteries have environmentally friendly materials compared to nickel-based batteries.

16.2.1.2.5 Lithium-Polymer
Lithium-polymer (Li-Po) batteries have the same energy density as the Li-ion batteries but with lower cost. This specific chemistry is one of the most potential choices for EVs and PHEVs. There have been significant improvements in this technology. Formerly, in the maximum, discharge current of Li-Po batteries was limited to about 1 C rate; however, recent enhancements have led to maximum discharge rates of almost 30 times the 1 C rate, which greatly improves and simplifies the storage part of the EVs and PHEVs in terms of power density, since this can even eliminate the need for ultracapacitors in some cases. Besides, there have been outstanding improvements in charging times. Recent advances in this technology have led to some types which can reach over 90% SOC in a couple of minutes which can significantly increase the attraction toward EVs and PHEVs because of noticeable reduction of charging time. Because this type is a solid-state battery, having solid electrolyte, the materials would not leak out even in the case of an accident. One of the other advantages of this type is that it can be produced in any size or shape that offers flexibility to vehicle manufacturers.

16.2.1.3 Basic Requirements of EV/PHEV Batteries
The basic preferred characteristics of PHEV batteries can be summarized as follows [6]:

1. High specific energy which results in higher all electric range (AER) and less recharge cycles required.
2. High specific power, which results in high acceleration characteristics of the PHEV due to high rates of currents available from the battery without causing any permanent damage to the battery pack.
3. High number of charge/discharge cycles available and high safety mechanisms built into the battery because of high power ratings of battery packs.

4. Environmental friendly aspect of the battery, that is, being recyclable and including low amounts of toxic materials.

Cost is also an important concern for commercializing EVs and PHEVs in a large scale.

16.2.1.4 EV Battery Charging Methods

Charging in general is the action of putting energy back to the battery in terms of charge or current. Different chemistries need different charging methods. Other factors affecting choosing the charging method are capacity, required time, and so on. The most common techniques are mentioned here.

16.2.1.4.1 Constant Voltage

As it is clear from the name “constant voltage” or CV, a constant voltage is applied to the battery pack. This voltage is a preset value by the manufacturer. Besides, this method is accompanied with a current-limiting circuit most of the time, especially for the beginning periods of charging when the battery can easily accept high rates of current compared to its capacity. The current limitation value mainly depends on the capacity of the battery. Depending on the battery type to be charged, this preset voltage value is chosen. For example, for Li-ion cells, the value of 4.200 ± 50 mV is desirable. The accurate set point is necessary, since overvoltage can damage the cell and undervoltage causes partial charge, which will reduce life cycle over time. Therefore, the circuit used for charging, which can be a simple buck, boost, or buck/boost topology depending on the voltage ratio of input and output, should be accompanied with a controller to compensate for source and load changes over time. When the cell reaches the preset voltage value, this causes the battery to be in a standby mode, ready for later use. However, the amount of this idle time should not be very long and should be limited based on the manufacturer’s recommendations. This method is usually used for PbA batteries and also for Li-ion batteries while using current limiter to avoid overheating the battery especially in the first stages of the charging process [7].

16.2.1.4.2 Constant Current

Constant current (CC) charging simply means applying a constant current to the battery with a low percentage of current ripples regardless of the battery state-of-charge or temperature. The abbreviation for this method is CC in the literature. This is achieved by varying the voltage applied to the battery using control techniques such as current mode control to keep the current constant. CC technique can be implemented using a “single rate current” or “split rate current.” In single rate, only one preset current value is applied to the battery, which is useful in balancing the cells; however, backup circuits must be used to avoid overcharging. In the split rate CC, different rates of current are applied based on time of charge, voltage, or both in different stages of charging. This gives more accurate and balanced charging; besides, circuits should be used to avoid overvoltage of the cells. In some cases, for prolonging dead batteries, CC method with high rates and low duration can be utilized to extend the lifetime of the battery. However, this is a very cautious procedure and should be done carefully. Ni–Cd and Ni-MH batteries are charged using this method. Ni-MH batteries can be easily damaged due to overcharging, so, they should be accurately monitored during charging [8].

16.2.1.4.3 Taper Current

This can be used when the source is a nonregulated DC source. It is usually implemented with a transformer with a high output voltage compared to the battery voltage. A resistance should be used to limit the current flowing to the battery. A diode can also be used to ensure unidirectional power flow to the battery. In this method, the current starts at full rating and gradually decreases as the cell gets charged. As an example, for 24 V 12 A battery, the charging begins with 12 A when the
battery voltage is 24 V, then 6 A when the voltage reaches 25 and then 3 A for 26 V and finally 0.5 Amp for 26.5 V. This was just a hypothetical example and the values are not necessarily valid. This technique is only applicable to sealed lead-acid (SLA) batteries. Taper charging has other disadvantages. As mentioned before, this technique uses transformers, which adds to the weight of charger and generates heat.

16.2.1.4.4 Pulse Charge
This technique involves using short-time current pulses for charging. By changing the width of pulses, the average of the current can be controlled. Plus charging provides two significant advantages. One is the noticeably reduced charging time and the other one is conditioning effect of this technique, which highly improves the life cycle. The intervals between pulses called rest times play an important role. They provide some time for chemical reactions inside the battery to take place and stabilize. In addition, this method can reduce undesirable chemical reactions that may happen at the electrodes. These reactions can be mentioned such as gas formation and crystal growth, which are the most important reasons of life cycle reduction in batteries.

16.2.1.4.5 Reflex Charge
During charging procedure, some gas bubbles appear on the electrodes. This is amplified specially during fast charging. This phenomenon is called “burping.” Applying short discharge pulses or negative pulses which can be achieved, for example, by shortcircuiting the battery for very small intervals in a current limited fashion, typically 2–3 times bigger than the charging pulses during the charging rest period resulting in depolarizing the cell will speed up the stabilization process and hence the overall charging process. This technique is called with other names such as “burp charging” or “negative pulse charging.” Different control modes of charging along with waveforms and diagrams can be found in [9]. Besides, there are other charging methods such as current interrupt or CI, which will be thoroughly explained in the charging algorithm section.

16.2.1.4.6 Float Charge
For some applications when the charging process is complete and the battery is fully charged, the batteries should be maintained at 100% SOC for a long time to be ready for time of use. Uninterruptable power supplies (UPS) are one of such applications. The batteries should always remain fully charged. However, because of self-discharge of batteries, they get discharged over time; for example, they may lose 20% or 30% of their charge per month. To compensate for self-discharge, a constant, which is determined based on the battery chemistry and ambient temperature, is applied. This voltage is called “float voltage.” In general, float voltage should be decreased with the increase of temperature. This causes a very low rate of current, for example, C/300 to C/100 rate to the battery, which continuously compensates for the self-discharge rate and also prevents sulfate formation on the plates. This technique is not recommended for Li-ion and Li-Po batteries. Besides, this method is not necessary for EV/PHEVs, which are frequently used every day. In addition, float charging involves a protection circuit, which avoids overcharging. This circuit adjusts the float voltage automatically and interrupts charging at some intervals based on battery voltage and temperature.

16.2.1.4.7 Trickle Charge
Mainly, trickle charging is the same as float charging just with small differences. One is the usual absence of protection circuit that avoids overcharging. Hence, it is very important to make sure in the design procedure that the charging current is less than self-discharge rate. If so, they can be left connected to the battery pack for long time.

16.2.1.5 Termination Methods
When the charging is in procedure, it is very important when to terminate the charging. This is because of two main reasons. One is to avoid undercharge. That is, to make sure the battery is fully
charged, not partially, in order to use the full capacity of the batteries. The other one is to avoid overcharging which is very dangerous especially in the case of high energy density lithium-based EV/PHEV battery packs. If not terminated on time, the overcharging of batteries can lead to overgassing of the cells, especially in liquid electrolyte cells which results in increase in the volume of individual cells that cannot be tolerated in a battery pack which is rigidly packed. Another issue is overheating of the cells especially in lithium-based batteries, which can easily lead to the explosion and firing of the whole pack, since lithium is a very active material and easily combines with oxygen in the air. The only thing needed to begin the combination is enough heat.

Choosing different termination criteria leads to different termination methods. Selecting the type of termination of charging process depends on different factors such as application and the environment that the battery is used. Enlisted below are the different termination methods.

16.2.1.5.1 Time
Using time is one of the simplest methods, which is mainly used as a backup for fast charging or normally used for regular charging for specific types of batteries. This method can be cheaply implemented; however, because of diminishing battery capacity over time due to aging, the time should be set for a reduced capacity aged battery to avoid overcharging of old batteries. Therefore, the charger would not work efficiently for new batteries and leads to lifetime reduction.

16.2.1.5.2 Voltage
As mentioned before, voltage can be used as a termination factor. The charging process is stopped when the battery voltage reaches a specific value. However, this method has some inaccuracies, since real open-circuit voltage is obtained when the battery is left disconnected for some time after the charging. This is because chemical actions taking place inside the battery need some time to stabilize. Nevertheless, this method is widely used. Besides, this technique is usually used with constant current technique to avoid overheating damage to the battery.

16.2.1.5.3 Voltage Drop (dV/dT)
In some chemistries like Ni–Cd, if charged using constant current method, the voltage increases up to the fully charged state point and then the voltage begins to decrease. This is due to oxygen buildup inside the battery. This decrease is significant enough, so the negative derivative of the voltage versus time can be measured to be a sign of overcharge. When this parameter becomes positive, it shows that we are passing the fully charged state and the temperature also begins to rise. After this point, the charging method can be switched to trickle or float charge or terminated completely.

16.2.1.5.4 Current
In the last stages of charging, if constant voltage method is used, the current begins to decrease as the battery reaches fully charge state. A preset current value such as C/10 rate can be defined, and when the current goes below this value, the charging would be terminated.

16.2.1.5.5 Temperature
In general, increase in temperature is a sign of overvoltage. However, using temperature sensors highly adds to the cost of the system. Nevertheless, for some chemistries such as Ni-MH, methods such as voltage drop is not recommended, since the voltage drop after full charge state is not significant to be relied on. In this case, temperature increase is a good sign of overvoltage, and can be used.

16.2.1.6 Cell Balancing
For high-power and energy-demanding applications such as EV/PHEVs, numerous cells should be connected in series to provide high voltages and connected in parallel to produce high currents, hence in general, high-power and high-energy rates for traction applications are achieved. This seems great; however, there are disadvantages involved. Single cells produced by different
manufacturer’s are claimed to be possible to be recharged hundreds of times; nonetheless, while connected in series, the life cycle dramatically declines. This is because of cell imbalances. Just to get an idea about the significance of this effect, the results of a real experiment from [10] is mentioned here. In an experiment, 12 cells were connected in series. Despite claiming life cycles of 400 cycles by the manufacturer, it reduced to only 25–30 cycles in a string. This shows how devastating this effect can be. To deal with this, the reasons of cell imbalance should be known and managed. Batteries are electrochemical devices. Even in the case of a simple resistor, while produced, there is a percentage of error. In the case of batteries, this is magnified. Two different cells produced in the same factory at the same time will have slight difference in their parameters. One of these parameters is capacity difference. In the case of a battery pack, there are different reasons leading to cell imbalance. As mentioned in [11], there are four fundamental factors leading to cell imbalance. They are manufacturing variations, differences in self-discharge rate, differences in cell age, and also charge acceptance variance. Similarly, in [12], cell imbalance is classified as internal sources which include “variations in charge storage volume” and “variations in internal battery impedance” and external sources resulting from “protection circuits” and “thermal differential across the battery pack.”

To simply explain what is happening, again we refer to the water tank visualization of cells. Suppose different cells with different capacities are connected in series. It is like assuming different water tanks with different volumes are connected using pipes at the bottom of tanks. If the first tank is supplied with water, the level of water in all the tanks evenly rises. After some time, those tanks with lower capacity get full of water while others are partially filled with water. To completely fill up higher capacity tanks, there is no way other than over filling the lower capacity tanks.

Coming back to the real situation, now it is easy to guess what happens in the case of battery strings. Fully charging the high-capacity cells involves overcharging low-capacity cells. This will lead to excessive gassing and premature dry out of lower capacity cells and at the same time sulfate formation in partially charged cells leads to their life cycle reduction. How to deal with this effect and solve it is the main task of cell equalization circuits and their control algorithms. A point which should be mentioned here is that in the case of EVs, the batteries are usually completely charged up to 100% SOC. Hence, cell balancing is an important issue; however, in PHEVs, batteries are intended be kept in the range of 40%–80% so that they can provide enough energy, while being able to absorb regenerative power at the same time. Cell equalization techniques for series strings fall into three main groups: (1) charging, (2) passive, and (3) active.

It is important to note that, in cell balancing, in general, the SOC is the key point and not voltage itself, although voltage is a good sign of SOC. However, if other techniques can be used that can determine SOC more accurately. As mentioned in [13], cell balancing in a series string really means equalizing the SOC of the cells, which is equivalent to voltage balancing. Voltage is a useful indicator of SOC. Different SOC estimation techniques will be studied later.

1. **Charging:** Charging method is simply continuing charging the cells until they are all balanced to some extent. This implies overcharging the cells in a controlled manner, which leads to the full charge of high-capacity cells. This method is applicable to PbA and nickel-based batteries since they can tolerate somewhat overcharge without significant damage; however, this should be implemented carefully since extra overcharge leads to overheating the cells and finally premature drying of the electrolyte. Despite simplicity and low cost of this method, there are disadvantages such as low efficiency and long times required to obtain cell balance. Experimental results from [14] show that for actual cell equalization of 48 V batteries of a specific chemistry, weeks of time are required. Furthermore, results from [10] show that the extra time needed using this method increases with the square ratio of the number of cells added.

2. **Passive:** In this method, the extra energy in lower capacity cells is dissipated in resistive elements connecting two terminals of the cells. This will provide enough time for higher
capacity cells to get fully charged. This method has also low efficiency because of energy dissipation; nevertheless, it has a higher speed than charging method. Passive technique is also cheap and easy to implement and also the control algorithm can be easily designed.

3. Active: Active cell balancing involves using active electrical elements such as transistors, op-amps, and diodes to control the power flow between different cells. This flow can be between groups of cells or single cells. Obviously, extra charge is removed from lower capacity cells and transferred to higher capacity cells. This highly speeds up the charging procedure, since no energy is dissipated. Just small amount of energy is dissipated in the circuitry, which can be minimized using zero voltage or zero current switching techniques if possible.

Consider lithium-ion batteries, which are one of the most attractive candidates for EV/PHEVs. In this chemistry, the voltage should be carefully monitored to be rigorously controlled in the typical range of 4.1–4.3 V/cell since the threshold voltage leading to breaking down the cell is very close to fully charged cell voltage. As mentioned before, lithium batteries cannot tolerate overcharging. Hence, the charging technique is not applicable to them. According to safety issues related to lithium-based batteries, the only reliable cell equalization technique for them is active balancing.

Various types of cell balancing techniques can be found in the literature. Hence, there is a need to categorize them based on a criterion. Based on energy flow, they can be classified into four different groups: (1) dissipative, (2) single cell to pack, (3) pack to single cell, and (4) single cell to single cell. It is easy to imagine the operation of each category based on the name. There are advantages and disadvantages for each group. For instance, dissipative shunting resistor technique is a low-cost technique. Besides, it is easy to control because of simple structure leading to simple implementation [15].

In addition to energy flow criterion for categorizing, cell balancing techniques can be split into three main groups based on the circuit topology: (1) shunting, (2) shuttling, and (3) energy converter. Nondissipative techniques such as PWM-controlled shunting technique have high efficiency but it needs accurate voltage sensing and is somewhat complex to control [16]. Besides, the high number of elements leads to an expensive system. On the one hand, using resonant converters highly increases the efficiency because of very low switching losses, but on the other, it increases the complexity of the control system [17].

Shuttling techniques work based on transferring extra charge of high-capacity cell or cells to an energy storing component such as a capacitor or a group of capacitors and then transferring it to the low-capacity cell or cells [18]. The system would be cheaper using only one high-capacity capacitor; however, because of the existence of only one element for charge transfer, the speed of the equalization is lower compared to when a group of capacitors are used. Utilizing a group of low-capacity cells instead of one high-capacity cell is a good idea, although it increases the complexity of the control system.

Most of the energy converter cell equalization techniques utilize transformers. The achieved isolation from transformers is an advantage; however, they suffer from more costly weight. A model and transfer function of the energy converter cell equalization system is derived in [19] which can be used for control designing purposes.

The abovementioned cell balancing techniques are all summarized and explained along with circuit topologies in [20]. The question that arises here is that how much the cells should be balanced. Should the balancing range be allocated in Volts or milliVolts? As experiments from [13] show that, for PbA batteries, cell-to-cell voltage matching should be in the range of 10 mV which corresponds to SOC to provide reasonable improvement in life cycle. This is an important factor, since, for example, if the voltage matching should be in the range of 1 mV, it means that the sensors should be 10 times more accurate and also the algorithm may need to be improved for this case. This means more cost and complexity. Therefore, there is a tradeoff between expense and life cycle. This parameter should be experimentally verified for different chemistries, environments, and applications.
Since EV/PEHV battery packs do not possess a mature technology and also not many experimental data are available; sometimes contradictory claims may be seen in the literature, one of which is mentioned here. As mentioned before, battery packs used in HEVs are usually controlled to remain in the midrange of SOC. This is in order to keep the battery in a state which has the ability of absorbing enough regenerative current while being able to support enough power during acceleration. If the battery is in 100% SOC, absorbing regenerative current will lead to the overcharge of the battery. Cell overcharge is usually sensed through measuring the cell voltage. Some researchers believe that switched capacitor cell equalization technique (shuttling method) is a suitable candidate for applications with no end of charge state like HEVs. Because there is no need for intelligent control, it can work in both charge and discharge modes [20]. However, some others believe that according to the nearly flat shape of open-circuit terminal voltage of lithium-ion cells in the range of 40%–80%, the suitability of charge shuttling methods for HEV applications is denied because of the negligible voltage deviation of cells [15].

16.2.1.7 SOC Estimation
One of the important information needed for safe charging is SOC. Charging algorithms are mainly based on SOC directly or indirectly. Hence, the knowledge of SOC value is a key parameter in accurate charging. Unfortunately, directly measuring SOC is somehow impossible or at least very hard and expensive to implement and in some applications does not make sense, so, mostly SOC is estimated based on other variables or states of the battery. This involves battery models based on which different estimation methods can be utilized or observers can be designed. Precise estimation of SOC is not an easy task, although in usual applications, battery voltage, which is a sign of SOC, can be used. In the case of high-power/high-energy EV/PHEV battery packs, more accurate methods are advisable although being more expensive and complex in implementation. The more accurate the SOC estimation, the better the charging algorithms can be implemented, resulting in life cycle improvement.

As mentioned before, SOC is mainly the ratio of available charge to the rated capacity of the cell. One of the important points in SOC estimation is rated capacity change over time due to aging resulting from degradation of electrolyte, corrosion of plates, and other factors. Dealing with this issue is in the field of analyzing the state of health of the battery and is called “state of health estimation,” which is a field of research and is not mentioned here.

Here, we will mention some SOC estimation techniques. One of the simplest methods is to completely discharge the battery and measure the SOC. Although simple, it is very time-consuming and does not seem logical to completely discharge a battery just to measure SOC. Knowledge of the SOC is useful for the current situation of the battery, so, if the battery is discharged, the state of the battery has been changed and there is no more use of previous state SOC knowledge. Especially, in the case of EV/PHEV, this method is not applicable. Although this method is not used in battery packs, it may be used periodically after long intervals to calibrate other SOC methods.

Another method is Ampere Hour Counting, which measures and calculates the amount of charge entering the battery or leaving it with integrating the current over time. This is one of the most common methods used; however, there are some deficiencies. There are always inaccuracies in sensors. Even very small, because it is being integrated over time, it can sum up to a considerable value leading to significant errors. Besides, even supposing a very accurate current sensor, because this integration is implemented usually by digital circuits and numerical methods, there are always calculation errors involved and again can show up high errors over time. Even if assuming both deficiencies to be solved in some way, there is another reason leading to inaccuracy. Even if the amount of charge entering the battery is exactly calculated, because of coulomb efficiency mentioned before, less amount of charge is available, and is also dependent on discharge rate while leaving the battery. One way to reduce these inaccuracies is to recalibrate the integration process each time a specific known set point such as fully discharged state is reached.

Another method for SOC estimation is Measurement of Physical Characteristics of Electrolyte. Obviously, this method is mostly applicable to liquid electrolyte batteries, not solid ones like Li-Po.
In this method, a chemical relationship is used, which depicts the change in important parameters of the electrolyte with the change in SOC. One of these parameters is the density of the acid. There is an almost linear relation between change in acid density and SOC. This method is very well known especially in PbA batteries. The density can be measured directly or indirectly using parameters such as viscosity, conductivity, ion concentration, refractive index, and ultrasonic effect.

As discussed before, the *Open Circuit Voltage* of the batteries can be used as an indicator of SOC. The uncertainty in this method is the fact that batteries under operation need some rest time for their open-circuit voltage to become stable. This time for some cases can be up to hours. However, this method is also widely used. The key point in this method is the linear relation of open-circuit voltage versus SOC in a specific range of SOC. This range and its slope are different in different chemistries, which should be taken into account.

There are other techniques categorized under soft computation techniques such as fuzzy neural network [21] or adaptive neuro-fuzzy modeling [22], which can also be utilized for SOC estimation. Other approaches such as heuristic interpretation of measurement curves mentioned in [23] such as Coup de fouet, linear model, artificial neural network, impedance spectroscopy, internal resistance, and Kalman filters, which are more precise methods but more complicated to implement, can also be utilized.

### 16.2.1.8 Charging Algorithms

Charging algorithm can be defined as the combination of what was mentioned up to here and controlling all or part of the parameters affecting battery performance and life cycle in such a way to achieve charging the battery pack safely, efficiently, and terminating on time. Managing the charging procedure of a high-power battery pack with hundreds of cells involves many issues as mentioned before. Controlling all of these aspects needs efficient and accurate algorithms with reliable safety and backup circuits. The trends toward fast charging, with huge amount of current flowing to the battery pack producing lots of heat, need accurate and reliable supervisory control algorithms to ensure safe charging. Managing this complicated task can be handled with some advanced control topics such as fuzzy logic, supervisory control, and decentralized control. In general, each battery-chemistry needs its own charging algorithm. However, depending on the algorithm, it may be applied to other types also; however, this should be carefully done according to life cycle issues.

For precise battery charging, the charge/discharge profile of the battery provided by the manufacturer may be used. However, the profile is valid for new batteries; hence, it is better to use other techniques such as data-acquisition methods to acquire the charge/discharge profile of the battery. Novel techniques regarding this issue are being introduced in the literature very often [24].

As mentioned before, PbA batteries have mature technology, and infrastructure is already there; however, they have poor life cycles in the order of 300–400 cycles. Huge effort has to be put into research for increasing the life cycle of this chemistry because of its many advantages such as cost and availability. This chemistry has a common algorithm, which includes four different stages or three based on application. In the first stage, a predefined constant current is applied to the battery pack, which charges the cells with a high speed. In this stage, the cell voltages increase gradually because of increase in SOC. This is called *bulk charge* stage. The process is continued until a predefined maximum voltage is reached. These values are recommended by the manufacturer, in the datasheet. In the next stage called *absorption charge* stage, constant voltage is applied to the battery pack. At this stage, the current decreases gradually until it again reaches a predefined C rate value. Now the cells are approximately charged but not equalized because of cell imbalance. At this stage, a relatively higher voltage than constant voltage stage can be applied to the pack to balance all the cells inside the pack. This stage is called *equalization charge* stage. This can be achieved with other techniques as mentioned before, especially during the previous two stages. After some time, the charger switches to float charge mode to keep the battery in a ready state. Depending on the application, this stage can be omitted. This stage is called *float charge* stage. This is illustrated in Figure 16.1.
As the battery ages, its internal characteristics also change, hence, an adaptive charging algorithm should be used to take into account these changes also. Experiments show that the value of voltage of the third stage should be increased over time to get the same amount of energy as the battery ages [25–27]. The equalization stage is the key part of this algorithm and has a great influence on the life cycle of the battery. As mentioned, the voltage of this stage should be increased but this increases the current and also the heat generated which has negative impact on the life cycle. One way to get the same amount of current with lower heat dissipation is using pulses of current. This technique seems the same as pulse charging, but it is different, since the time intervals are significantly bigger than pulse charge time periods, which are in the range of kHz. This method is called current interrupt or CI. This technique has shown significant life cycle improvements [28]. Using this algorithm, the battery can reach 50% of the initial capacity after 500 cycles, which is a significant improvement in life cycle. Although this algorithm is useful, it puts the battery under stress while it reaches the end of life because of permanently increasing the overvoltage value. This algorithm can be implemented in an alternative way. Instead of using this method in each cycle, which puts high stress on the battery, it can be utilized after every 10 cycles. This algorithm is called partial-state-of-recharge cycling (PSOR) [28], which has approximately the same effect with the advantage of lower stress on the battery. This algorithm has been claimed to enable the battery deliver up to 80% of initial capacity at the cycle number of 780, which is a really noticeable improvement in life cycle.

As can be seen, these complicated algorithms cannot be done using simple PI or PID controllers. They need DSP-based controllers to be programmable based on chemistry, state of health of the battery, and other factors. Continuously, different algorithms are being proposed every day and tested for improving life cycle of the batteries. This is a vast research area and developed every day and getting more attention as the EV/PHEVs become more and more popular.

16.3 POWER ELECTRONICS FOR EV AND PHEV CHARGING INFRASTRUCTURE

In its simplest incarnation, a charging facility for EVs would merely consist of a unidirectional AC/DC converter-charger connected to the power grid. Power would simply flow on demand from the power grid through a power conditioner into the vehicle battery pack; once the battery is fully charged, the connection to the grid no longer performs any useful work. This simple setup may have been appropriate for small private commercial vehicle fleets, or where electric cars represent a
very small fraction of the active road vehicles. However, as society’s efforts to electrify our means of transportation intensify, it is clear that a smarter exploitation of the vehicle-to-grid (V2G) interaction is in order. To the power utility, the bulk of EVs connected to its grid appears as an energy storage agent that is too significant to be left untapped. This view is reinforced by the outcome of several statistical studies [29] that show that more than 90% of all vehicles are parked at all times, and thus potentially connected to the grid. Assuming a 50% EV market penetration, simple calculations show that, the total storage capacity available would be in the order of thousands of GWh. Therefore, the V2G connection should be bidirectional, giving the owner of each vehicle the ability to “sell” back a portion of this stored energy to the utility, presumably at an advantageous rate. The same requirement of bidirectionality also applies when the vehicle is connected to a microgrid powered by a distributed resource. In a grid-connected solar carport, for instance, many vehicles can be charged by PV panels (or by the grid; or by both), depending on load and insolation (time of day, meteorological conditions, time of year, etc.). In the case of overproduction, energy from the panels can be fed back to the grid for a profit, while the EV batteries function to buffer the characteristic solar intermittence. Similarly, the DC/DC converters that condition the power from the solar panels to each charging vehicle should also be bidirectional in order to allow the owner of a plug-in EV (PEV) to exchange a portion of his energy with the operator of the microgrid. A typical PV-powered gird-tied carport architecture is shown in Figure 16.2.

These considerations demonstrate that bidirectionality is a highly desirable feature in any power conditioner utilized in vehicle charging–discharging applications, including interactions to and from the grid, microgrid, or residential loads and renewable energy generators. On this basis, the reader should note that the discussion that follows makes no distinction between vehicle-to-grid and grid-to-vehicle communication, both being classified by the acronym (V2G). Similarly, V2H will designate either the vehicle-to-home or the home-to-vehicle interface.

Other requirements for the optimal charging infrastructure are harder to identify. This is due to pervasive lack of standardization involving battery technology and nominal voltage, safety strategy, connector configuration, communication protocols, location of charger (on-board or off-board), and more. In the following sections, these issues are treated especially with reference to their impact on local power generation and utilization.

### 16.3.1 Charging Hardware

Like any other means of transportation, EV/PHEVs benefit markedly from minimizing their weight. These vehicles are even more sensitive to that issue, considering the unavoidable presence of heavy battery/ultracapacitor energy packs. The electronic power converters intended for the charging function can be bulky and heavy in their own right, and their deployment onboard seems to make little engineering sense. Yet, at the time of this writing, the great majority of PEVs in North America contains their own power rectifier and connects directly to 120 V or 240 V household plugs. This

![FIGURE 16.2 Typical PV-powered gird-tied carport architecture.](image-url)
can be explained by two considerations. First, while the household AC voltages are fully standardized, at least within a country, the DC nominal battery voltage for PEVs is definitely not. Different manufacturers have adopted ad hoc energy storage technologies and safety strategies, resulting in strikingly different bus voltages and current requirements. An unsophisticated external converter could then be optimized for only one vehicle brand or model.

Second, some techniques have been developed that do not add significant weight to the vehicle. The critical idea is to utilize the power electronic circuitry that is already onboard in order to perform the rectifying function. This charging circuit is commonly referred to as an “integrated charger”; it makes use of the bidirectional inverter that drives the electric motor as well as the windings of the motor itself. Figure 16.8 shows a well-known example of this concept.

With regard to Figure 16.3, it is important to realize that inductors LS1, LS2, and LS3 are not added magnetic devices, but the actual winding leakage inductances of the electric motor. Thus, the only added components are the two relays K1 and K2, which are activated in order to reconfigure the schematic from a three-phase motor driver, during normal vehicle propulsion operation, to a single-phase boost rectifier, during charging.

The above two considerations are consistent with relatively slow charging strategies. In the first instance, it is because the amount of electric power available in a residential setting does not usually exceed 10 kW at a household plug. In the second instance, it is because the electronics that drive a PEV electric machine are sized for its propulsion needs. Thus, the average charging power must be limited to a level comparable to the motor’s rated power, which is of the order of 10–50 kW in smaller cars.

Slow charging strategies are commonly referred to as levels 1 and 2. The former is associated with a connection to a regular AC household plug (120 V, 15 A), while the latter involves power that can be as high as 14.4 kW or 240 V at 60 A, which is also normally available in residential settings. Moreover, these power levels are compatible with the average generating capacity of the microgrids and corresponding distributed resources. Then, it would appear that whether a car is charged through a regular residential wall socket, or a microgrid outlet, the available power levels justify the location of the rectifier onboard the vehicle.

**FIGURE 16.3** Integrated charger based on boost converter. (Adapted from Cocconi AG. 1994. Combined motor drive and battery recharge system, US Patent no. 5,341,075.)
However, EV manufacturers are quickly recognizing that long charging periods may be acceptable to consumers only if quick charging is available as well, albeit at higher cost. Two solutions are presently under consideration. The first solution is the so-called battery swapping, whereby a car owner simply drives to a service station and allows an automated system to safely replace a spent battery with a fully charged one. Along the same lines, the battery could be of the redox flow type. In this case, the battery casing is not replaced; rather, it is drained and then filled with fresh liquid electrolyte. In either forms, the obvious drawback is the need for the exact standardization of battery size, chemistry, and capacity.

The second solution consists of allowing direct access to the battery DC terminals, so that a large offboard rectifier can be connected and reenergize the battery pack using powers of the order of up to several hundred kilowatts. This is known as level 3 charging, allowing an electric “fill-up” service stop to last only a few minutes. In this instance, although the battery itself may not need a high level of standardization, it would be subject to extremely high currents at high voltages. This renders the practical implementation of this second solution strongly dependent on needed improvements to battery and ultracapacitor technologies. Furthermore, a public charging station capable of servicing many cars simultaneously would represent a local load of several megawatts as seen by the grid.

Despite these difficulties, it is highly likely that either the battery swapping or the fast-charging strategy will eventually be universally available to complement, or even replace, the onboard charger.

16.3.2 Grid-Tied Infrastructure

Assuming fast charging through direct DC connection becomes the method of choice, car owners will have two options. They may still prefer to slow charge their vehicles overnight by plugging to an AC/DC charger (or electric vehicle supply equipment: EVSE), most probably in their homes. This converter will deliver relatively low powers of the order of 5–10 kW because it is limited by the residential connection, as mentioned earlier. However, as further explained in Section 15.5, this method may involve some financial returns. The alternative method will be to use a fast-charging public facility, corresponding to a familiar service gas station that is capable of multimegawatt power transfers. Although the cost per kWh will be high, the owner benefits from charge times in the order of minutes rather than hours.

In both cases, V2G capability, enabled by smart grid technology will become a standard feature with all EVSEs, whether they are public, commercial, semipublic, or private. This will allow the subsistence of a very significant distributed storage resource at the disposal of electric utilities. More specifically, the EV fleet will be optimally positioned to become a significant provider of some ancillary services and play a role in offering dispatch-able peak power. These services to the electricity supplier will be analyzed separately.

16.3.2.1 EVs as “Peakers”

A peaker is a small but nimble generating units that can supply the grid with a relatively fast response. Historically, natural gas turbines or small hydroelectric plants were the devices of choice for this task. They are active for only a few hours every day and therefore provide only limited energy. Thus, a substantial fleet of EVs can carry out this task as a highly distributed resource without significantly depleting their batteries. Unfortunately, as long as peak power is not considered as a “service,” the utility operator will compensate the car owner solely for the energy sold, albeit at a higher peak-demand rate [31]. This may not constitute a strong enough incentive to the car owner who has to consider other factors, such as the additional battery and power electronic wear and tear for his vehicle. Nevertheless, future adjustments in energy market models are under study to address this among other issues.
16.3.2.2 EVs as Spinning and Nonspinning Reserves
Two of the most lucrative ancillary services are the spinning and nonspinning reserves. The former consists of generators that are on line, but normally run at very low capacity. In the case of a disruption, such as a failure in baseload generation or transmission, these generators are commanded to provide the missing power. They must be able to ramp up in less than 10 min and provide power for as long as 1 h or more. Nonspinning reserves are not on line and are required to ramp up to full power within 30 min. Because this is a service, the utility company will pay for the availability of the power as well as its amount. In fact, this service is paid even when no power is ever delivered. An EV owner can provide this service naturally and be reimbursed starting at the time he plugs his vehicle to the grid even if the battery is never discharged. Also, it must be noted that plug-in hybrid electric vehicles (PHEV) have smaller battery capacity than all-EVs, but contain an ICE that can be started on a V2G command to generate electricity and function as a spinning reserve as well.

16.3.2.3 EVs as Voltage/Frequency Regulation Agents
An ancillary service that is even better tailored for EVs is regulation. It consists of delivering or absorbing limited amounts of energy on demand and in real time. Normally, the request is automated in order to match exactly the instantaneous power generation with the instantaneous load. Failure to do so results in dangerous shifts in line with frequency and voltage. The dispatched amount of energy has short duration—in the order of few minutes—but it is requested relatively frequently. Therefore, this is a continuous service. It is important to underline that the amount of energy involved is relatively small and changes direction quite rapidly and regularly, implying minimal EV battery discharge for any reasonably short time interval. The near instantaneous response time and the distributed nature of the EV fleet explains why regulation is probably the most competitive application for V2G from the point of view of the utility operators.

16.3.2.4 EVs as Reactive Power Providers
Most electronic topologies used for the inverter/rectifier function in the interface of the EV to the grid are fully capable of shaping the line current to have low distortion and varying amounts of phase shift with respect to the AC line voltage. This implies that reactive power can be injected into the grid on demand and in real time [32]. Furthermore, since reactive power translates in no net DC currents, this service can be provided without any added stress to the EV battery.

16.4 VEHICLE-TO-GRID AND VEHICLE-TO-HOME CONCEPTS
The advantages described in the preceding sections are not presently exploitable due to a general lack of the required hardware infrastructure, as well as the thorny transition to new business models that include the V2G concept. The roadmap toward achieving this goal will probably consists of the following several milestones.

1. The first milestone is rather rudimentary as it does not yet require bidirectional converters. It will consist of a simple owner-selectable option afforded by the vehicle battery management system (BMS) user interface that allows the grid to schedule when to activate and deactivate charging. In return, the owner pays lower per-kWh rates. Communication between the grid operator and the BMS can be done through existing cell phone technology, requiring no additional infrastructure or hardware.

2. The straightforward “grid-friendly” charging time-window strategy described above will evolve to include more sophisticated algorithms. For instance, the grid might broadcast any updates to the current per-kWh cost and let the vehicles BMS choose whether to activate charging. Some ancillary services, such as regulation “down” could become feasible, while regulation “up” will be limited by the lack of reverse power flow capability of the EVSE at this stage. The use of aggregators will also become widespread. Aggregators are
intermediate communication and power distribution nodes between a group of vehicles, located in proximity to each other, and the grid. This allows the grid to macromanage a single installment of several vehicles, corresponding to significant power level blocks with somewhat predictable behavior, akin to the other distributed energy resources. Furthermore, because the aggregator’s consumption will be in the MW range, it will allow purchases of power on the wholesale market, reducing the cost for each participant vehicle.

3. Eventually, bidirectionality will become a standard feature for all EVSEs. However, this capability will not be immediately harnessed to achieve controlled reverse power flow to the grid. Rather, the EV battery will, most likely, initially service the surrounding premises, probably the owner’s home. This scenario, called V2H, will probably precede the full implementation of V2G [33] because it effectively bypasses several large infrastructure and technical issues needed for V2G, while achieving many of the same results. Through pricing incentives, an EV parked in the residential premises and connected on the customer’s side of the meter can be exploited to absorb energy from the grid during times of low demand, and transfer it to the household appliances, during times of high demand. This will indirectly shrink the power peaking for the grid while reducing the electrical bill to the user. It will also reduce overall transmission losses over the V2G strategy, because line current will flow only in one direction, from grid to vehicle, and will then be consumed locally.

Moreover, if the household is geared with renewable source generators, the vehicle can immediately serve as storage and, during blackouts, as backup power. Although one can find some similarities between the concepts of V2H and V2G, there are important distinctions. In practical terms, these differences stem from the fact that V2H cannot take advantage of the high predictability deriving from statistical averages afforded by very high numbers of vehicles available for V2G operations. Simply stated, the real benefits of V2H are not easily estimated because they are dependent on many exceedingly uncertain variables. Some of these are: the number of available vehicles, commute schedule, time duration and distance, PEV energy storage capacity, presence and quantity of quasi-predictable local generation (e.g., solar panels), presence and quantity of unpredictable local generation (e.g., wind power), residence-specific energy consumption profile, and presence of additional storage. Despite the fact that these issues will require complicated management algorithms in order to optimize the use of V2H, some benefits such as emergency backup are available immediately with a relatively minor upgrades to the residential infrastructure. These upgrades consist mainly in the installation of a transfer switch to disconnect the residence from the grid during backup operation, and expand the design of the power converter to detect islanding conditions. Furthermore, the EVSE must be capable of controlling output current into the line when connected to the grid, but reverting to controlling output voltage when acting as a backup generator.

4. Full V2G implemented with automated options for V2H. The connection will be metered and could also include any locally generated renewable energy management.

16.4.1 Grid Upgrade

The electric transmission and distribution networks in most industrialized nations must consider changes and upgrades in order to fully benefit from the introduction of EVs as distributed resources. First, we must consider the extent by which the current production capacity will have to be expanded. Various studies [34] have suggested that once the typical charging profile for an EV is scrutinized and hopefully optimized—charging mostly at night—the installation of new generation will be unnecessary or minimal at most. In fact, it will have the effect of diminishing reliance on more expensive load-following plants, since the overall 24-h demand curve will average closer to the baseload. Therefore, the main effort should be in effectively introducing intelligence into the grid. The hardware and communication standards for implementing such intelligence are still
under study. Wideband digital interface can take the form of PLC (power line communication) or utilize separate communication channels that have some market penetration already. In either case, the EV will most likely be treated as any other managed load by this smart grid, with the exception of a sophisticated onboard metering device that will have to be reconciled with the utility’s pricing model. Currently, the two major obstacles to the utilization of EVs as distributed resources are the lack of bidirectionality in the power converters and the lack of recognized standards, both software protocols and hardware, for the smart grid function. Of the two, the former is by far the easiest to implement, given the well-established characterization of suitable power electronic topologies.

16.4.1.1 Renewable and Other Intermittent Resource Market Penetration
Owing to recent well-known trends, renewable resources are increasingly prominent in the complex energy market mosaic. As long as their penetration level is low, they can be easily handled by the current infrastructure, but at present incremental rates, this will not be the case in the future. The intermittent nature of solar and wind generation will require a far more flexible compensation mechanism than what is available now. Because of this, large battery banks that act as buffers between the generator and the grid invariably accompany today’s renewable energy installations. Wind power, in particular, is not only intermittent but has no day-average predictability, as winds can differ hour-to-hour as easily as night as during the day, adding an extra amount of irregularity to an already varying load. This suggests that EVs will be called to perform not only the more manageable regulation task, but also aid in providing peak power. As noted earlier, this may not find the approval of the EV owner unless the pricing model is modified. Nevertheless, it is reasonable to ask whether a large EV contracted fleet could perform this task on a national (United States) level. Studies have shown [35] that the answer is yes. With an overconfident 50% estimation for the market penetration of wind energy and 70 million EVs available, peak power can be provided at the expense of approximately 7 kWh of battery energy per day or about 10%–20% of an average PEV reserve.

16.4.1.2 Dedicated Charging Infrastructure from Renewable Resources
The traditional microgrid often relies on diesel generators as a single source of energy. Even in this case, any load fluctuations are quite difficult to negotiate, relying solely on the intrinsically slow ramp up speeds of the generator itself. The new trend toward integrating renewable resources into microgrids greatly amplifies this problem due to their notorious intermittent nature. However, the dedicated generation from renewables for the explicit purpose of EV charging is gaining more credibility as a means to eliminate transmission losses and greatly reduces the overall carbon footprint associated with EVs. Such installation would fall into two categories: (1) small installations with or without a grid tie, (2) large installation with grid tie. Small installations can be somewhat arbitrarily defined at less than a total of 250 kW of peak production. This would be sufficient to slow charge about 20 vehicles and would certainly require local external storage in order to buffer the peaks and valleys in local energy production. This is more evident in the case of islanded installations; if any energy is produced in excess, it cannot be sent back to the grid, so it will need a long-term storage capability. Large installation with a grid tie can inject or draw power to and from the grid as a means to equalize the grid during overproduction and to draw from the line. However, depending on the number of vehicles connected, which can be accurately predicted with statistical methods, some of the EV resource can be utilized to minimize the size of the external storage. Nonetheless, it appears that EVs can alleviate the inherent issues associated with local renewable production for the dedicated purpose of EV charging, but cannot totally eliminate them.

16.5 POWER ELECTRONICS FOR PEV CHARGING
The PEV charging process will be enabled by sophisticated power electronic circuits found in the EVSE. Such equipment will be optimally designed depending on the different possible sites and
types of power connection. We will begin by looking at EVSE connected to the main power grid and then analyze dual-sourced systems such as grid-tied renewable energy installations dedicated to EV charging. A short discussion on basic safety compliance strategy follows.

16.5.1 Safety Considerations

For offboard chargers, there are only a few important safety needs that affect significantly the power converter design. These are (1) isolation of the battery pack with respect to chassis and the grid terminals; (2) ground fault interrupters (GFI) to detect any dangerous leakage current from either the grid or the battery circuit; (3) connector interface; (4) software. A typical EVSE and related connections are shown in Figure 16.4.

Two GFIs detect any breakdown or current leakage on either side of the isolation barrier in order to ensure complete protection to the user and disconnect the high-power circuit immediately in case of fault. The battery pack is fully isolated from the chassis since it cannot be grounded properly during charging without heavily oversizing the connector cable. In fact, some existing safety recommendations require that an active breakdown test be performed on the battery pack prior to every charging cycle. At the time of writing, the de facto standard for level 3 DC charging is the CHAdeMO standard developed by the Tokyo Electric Power Company. Although competing standards may eventually overtake it in popularity, the description the CHAdeMO connector demonstrates the safety concerns involved. The connector itself will have mechanical means to lock itself onto the car receptacle in order to prevent accidental removal when energized. It will not only carry the power leads, but also communication wires that include a CAN bus digital interface as well as several optically isolated analog lines for critical commands such as on/off and start/stop. Every analog signal sent by the EV to the charger (or vice versa) is received and acknowledged through the analog lines. This analog interface is sturdier than a digital one and less susceptible to electromagnetic interference. The CAN bus is activated only when more complex information is exchanged. Prior to the start-charge command, the EVSE communicates its parameters to the EV (maximum output voltage and currents, error flag convention, etc.), and the PEV communicates its parameters to the EVSE (target voltage, battery capacity, thermal limits, etc.), and a compatibility check is performed. During charging, the EV continuously updates the EVSE with its instantaneous current request (every 100 ms or so) and all accompanying status flags. Once charging is finished, the operator can safely unlock the connector and drive away.

As can be seen, the presence of safety devices, such as the GFIs as well as a sturdy method of analog and digital communications, renders the charging process extremely safe, leaving the power electronic designer of the EVSE with the relatively simple task of ensuring only the isolation barrier between the grid voltage and the EV floating battery. In fact, the utilization of an isolation transformer can actually simplify some designs due to the added voltage amplification capability afforded by the transformer’s turns ratio. This could prove very beneficial if much higher battery voltages become necessary in order to increase storage capacity.

16.5.2 Grid-Tied Residential Systems

As noted earlier, only levels 1 and 2 are feasible within the confines of a residential setting. This can be accomplished through integrated chargers when available or an external EVSE. In the latter case, the most obvious circuit configuration is a single-phase bidirectional rectifier/inverter powered by a 240 V AC/60 A circuit that is readily available from the distribution transformer. The DC-link voltage is then processed by a bidirectional DC/DC converter that performs the isolation function. This simple topology shown in Figure 16.5 can be called the canonical topology, as will be repeated, with minor changes, for most grid-tied systems irrespective of power rating.
FIGURE 16.4 Typical EVSE safety configuration.
In North America, the 240 V from the residential distribution transformer is in the form of a split 120 V supply, suggesting small modifications to the canonical topology. Figure 16.6 shows two possibilities.

The two topologies in the figure are similar, but the one on the right has better voltage utilization and is better equipped to counter unbalanced loads on the split supply [36]. For the DC/DC converter, many bidirectional isolated circuit topologies have been proposed [37]. Typical circuits are shown in Figure 16.7.

When the two controlled bridges are independently driven in phase-shift modulation (PSM), these are generally referred to as dual active bridge (DAB) topologies. In their simplest operation mode, when power needs to be transferred from the left-side circuit to the right-side circuit, for instance, the right-side IGBT switches are left undriven, leaving their antiparallel diodes in the form of a regular diode bridge. Under these circumstances, the topology becomes identical to a regular PSM converter, which is simple to operate, but not very flexible in terms of voltage gain. However, when both bridges are modulated, power transfer can be accomplished in both directions and with great variability ranges on the input and output voltages. In addition, zero voltage switching (ZVS) can be assured for all switches for reduced switching loss and generated electrical noise (EMI). Other topologies [38,39] based on the DAB have been proposed with purported additional benefits, such as better switch utilization, extended ZVS operating range, and more flexible voltage amplification.
16.5.3 **GRID-TIED PUBLIC SYSTEMS**

A public parking/charging installation would deliver only level 2 power, given the relatively long plug-in times. Because there are several parking locations in close proximity, the power configuration used for residential use may not be optimal. Rather, a single transformer can be installed at the grid, delivering isolated power to all vehicles in the facility. This way, cheaper and more efficient nonisolated DC/DC converters can be used without violating safety rules. Figure 16.8 illustrates this configuration for each charging station. For the whole installation, the architectures shown in Figure 16.9 are possible.

In the centralized architecture [40], a single, large polyphase, 50/60 Hz step-down transformer connects to the grid, providing isolation for the whole facility. A large bidirectional rectifier that produces a single high-voltage DC bus follows this. Each parking station uses inexpensive high-efficiency, nonisolated DC/DC converters to process this bus voltage into the appropriate charging
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**FIGURE 16.8** Configuration with isolation at the grid.
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**FIGURE 16.9** Centralized architecture (a); distributed architecture (b).
current for the individual EVs. Because isolation is either desirable or required, especially on PV panels depending on local electrical codes, additional storage, or generating resources, such as wind turbines and fuel cells, it can also benefit from simpler interface to the DC bus. Moreover, the single transformer connection guarantees that no DC current is injected into the grid, doing away with complicated active techniques to achieve the same purpose.

The advantages just noted for centralized configuration are somewhat offset by the following drawbacks: (1) the need for a bulky and usually inefficient line-frequency transformer, (2) an expensive high-power polyphase inverter/rectifier, (3) single-fault vulnerability in the transformer and central inverter rectifier, (4) lack of voltage amplification in each nonisolated DC/DC converter (otherwise afforded by the turns ratio of high-frequency transformer in isolated topologies).

In a level 3 (fast-charging) public facility, other technical challenges must be considered. For instance, with battery pack-rated voltages in the range of 200–600 V, the overall currents required for fast charging will be of the order of thousands of amps. The current must necessarily flow through cables and especially connectors, causing local thermal issues and loss of efficiency due to ohmic loss. In addition, the charging stations will appear as a concentrated load to the grid, so that any power transients produced by the stations are very likely to cause local sags or surges.

The first issue can be partially countered by brute force methods such as the development of advanced submilliohm connectors and minimizing cable lengths by placing the grid step-down transformer in physical proximity of the vehicle. It is obvious that any intervening power conditioning electronic circuit should be added only when absolutely necessary. This immediately suggests that the architecture of the charging station should be distributed rather than central. As can be seen from Figure 16.10, a distributed architecture could potentially reduce the number of processors from grid to battery from two to one. To be fair, this single stage may not be feasible when managing large input–output voltage ranges, especially if buck–boost operation is required (see discussion on the Z-converter). Nevertheless, if an additional DC/DC stage should prove necessary, it will be easily integrated locally with the inverter for improved efficiency. Furthermore, a central processor, besides constituting a single point of failure as already noted, would have to be rated for the full service station power, which could be of the order of a megawatt. On the contrary, a distributed architecture benefits from repeated circuitry (economies of scale), redundancy for higher reliability, and the possibility of power conditioning in physical proximity to the vehicles, reducing ohmic loss.

The issue of power line quality deterioration caused by the service station operating transients has only been studied for specific geographic locations [41], but possible voltage fluctuation of up to 10% have been reported depending on the length of the feeding high-voltage transmission line. The obvious and perhaps sole approach to mitigate this problem is the integration of flywheel, battery, or ultracapacitor banks into the charging station. This storage will smoothen out the load transients by delivering local power when needed and storing power during periods of lower demand. Moreover,
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it will average out the draw from the grid so that the distribution equipment can be rated at much lower peak powers (as much as 40%) [42].

The task of discriminating between the various available electronic topologies is made easier when considering the sheer power handled by fast chargers; to wit, up to 250 kW. Obviously, a good candidate must be very efficient, with inherently low noise, with low component count, and capable of high-frequency operation in order to control physical size [43]. For the inverter/rectifier section, we must also add the requirement that no significant harmonic content should be present in the line current. In order to obtain input currents that are sinusoidal and free of ripple noise, several methods of increasing complexity exist.

One method uses a three-phase thyristor bridge. The devices are very rugged and efficient in terms of conduction loss and have enough controllability to roughly regulate the DC bus [15]. In order to remove unwanted current harmonics, an active filter is added. This filter is based on IGBT devices, but only processes a small portion of the total power. A second method uses a fully controlled IGBT bridge in order to achieve excellent input current shaping for extremely low input current distortion and well regulated, ripple-free DC bus voltage.

Moreover, fewer components and much higher switching frequencies can be achieved resulting in smaller magnetic components. However, IGBTs have switching losses and more significant conduction losses than thyristors. Yet other techniques, although less sophisticated, have the potential of realizing the required low current distortion limit without the addition of an active filter. The uncontrolled 12-pulse rectifier shown in Figure 16.11 (left) can certainly do this, albeit with the addition of significant inductive filtering. Because the output DC bus will not be regulated, the subsequent DC/DC converter design cannot be optimized. Using thyristors can achieve regulation of the bus and possibly still achieve the required input current shaping. It is important to note that of the four topologies mentioned here, only those in Figure 16.10 are bidirectional and, therefore the only choice if V2G is to be implemented. For the final DC/DC converter, all common basic topologies, that is, boost, buck–boost, buck, Cuk, SEPIC, and ZETA can be used, as long as they are rendered bidirectional, by replacing the diode with a transistor device. In this case, these topologies function differently, depending on the direction of power flow (see Figure 16.12).

Different design requirements might suggest different topologies [40], but some of these are objectively more difficult to justify. For instance, using the buck–boost/buck–boost (bottom left in Figure 16.12) produces a voltage inversion from positive to negative that may be undesirable. It also places higher electrical stress on the switches; it requires a more sophisticated design for the inductor and draws pulsed current from the battery. Similarly, the ZETA/SEPIC topology has a higher part count, including a capacitive, rather than inductive energy-transferring element. However, as long as the DC bus is guaranteed to exceed the battery voltage—a requirement that is assured by

---

**FIGURE 16.11** 12-Pulse rectifier circuits.
the use of the controlled bridge discussed earlier—the buck/boost topology (top left in the figure) is quite attractive. Furthermore, this topology is readily modified in order to divide the task of handling a very large power flow among paralleled modules [41].

This is shown in Figure 16.13; the amount of converted power can be split among $n$ identical sections and the battery ripple current greatly reduced by the well-known technique of phase-shift interleaving. Using this circuit with $n = 3$ and a switching frequency of 2 kHz, for a typical 125 kW application, efficiencies as high as 98.5% have been reported.

16.5.4 **GRID-TIED SYSTEMS WITH LOCAL RENEWABLE ENERGY PRODUCTION**

As noted earlier, when relatively large energy production from intermittent sources is to be tied to the grid, a statistically predictable EV presence could serve the purpose of minimizing onsite dedicated storage. This would be the case for municipal carports powered by wind and/or solar generation and where the vehicles must be able to interact intelligently with both locally generated and grid distributed power at the same time. The possible scenario described in Figure 16.9a may not be ideal when the renewable resource is meant to generate the dominant share of EV charging energy. Rather, by realizing the advantages of the distributed configuration, as in Figure 16.9b, one stage of conversion can be eliminated so long as a conversion topology with wide input–output voltage range capability can be found.
Figure 16.14 shows some possible configurations for one of the several charging stations in a solar carport. The architecture depicted on the left has the disadvantage of inserting a DC/DC converter into the main intended power flow, from PV to battery. Moreover, the power drawn from a single-phase connection is pulsed at twice the line frequency. This pulsating power takes the form of an undesirably high ripple current into the battery. The configuration shown in the middle of Figure 16.14 removes the ripple issue, but adds an additional conversion stage between the grid and the battery. The configuration on the right requires a converter that is capable of bidirectional flow between the EV and the grid, as well as steering of PV power to either the EV or the grid in a controlled fashion. Furthermore, this should ideally be achieved by a single conversion stage for all power flow paths and with wide voltage range capability. A good candidate for this task is the Z-loaded inverter/rectifier topology shown in Figure 16.15.

The operating characteristics of the Z-loaded converter have been described extensively in the literature [44–46]. The most salient feature of this conversion topology is its controllability through two distinct modulation modes within the same switching cycle, designated by duty cycle $D$ and “shoot-through” duty cycle, $D_o$. The gating patterns shown in Figure 16.15 describe the meaning of $D$ and $D_o$. As can be seen, during period $D_o$, all four switches are closed simultaneously, causing the inductors to charge and ultimately boost the voltage across the capacitor, the battery, and the grid terminals. Thus, $D_o$ can be understood as the duty cycle associated with operation akin to that of a current-sourced inverter. However, during period $D$, the bridge operates in a manner similar to that of a voltage-sourced inverter, which is essentially a buck. Therefore, with the appropriate utilization of $D$ and $D_o$, both buck and boost operations can be achieved, so that the battery voltage can be either higher or lower than the peak of the line voltage. This allows a wide line and battery voltage range. Most significantly, due to the double modulation, both the grid and the battery current can be controlled precisely in amplitude and shape (sinusoidal for the line current and rippleless DC for the battery). The MPPT function for the PV string can then be achieved by managing the simple addition of these two power flows.

The topology shown in Figure 16.15 must be modified in order to achieve isolation of the battery pack. Therefore, the DAB converter shown in Figure 16.7 (right) can be integrated resulting in the
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detailed schematic of Figure 16.16. The apparent complexity of the isolation stage is deceptive; in fact, this is a simple bidirectional converter that uses a small and inexpensive high-frequency transformer and that runs in open loop at full duty cycle and where all eight switches are driven by the same signal. In addition, since the duty cycle is always 100%, ZVS is assured, resulting in efficient operation executed by relatively small devices.

With the inclusion of the isolated DC/DC converter, the need for the 50/60 Hz isolation transformer may be called into question. In North America, the grounding of one side of the PV panel has traditionally been the required norm. Although the National Electric Code has allowed recent conditional exceptions to this safety regulation, utility companies have resisted this change, mainly because a direct connection to the AC/DC bridge converter can inject dangerous levels of DC current into the distribution transformer. However, should this constraint become less binding in North America, as it is currently in Europe, other circuits could be proposed that could prove more reliable and efficient. Many so-called transformerless topologies have been proposed [47, 48], and Figure 16.17 depicts a simplified schematic for one such possibility.

**FIGURE 16.16** Z-converter application to single-phase, grid-tied PV charging station.

**FIGURE 16.17** Transformerless topology.
In this case, the DC/DC conversion and the rectifier/inverter section are controlled separately, rendering the control strategy much simpler. However, the DC/DC converter is now governed by a feedback loop, meaning that it no longer takes advantage of the low switching loss normally associated with 100% duty cycle operation. With allowances from the regulatory safety agencies, the PV panels can be floating as long as the circuit has additional protection afforded by GFDIs and that it produce no leakage currents to ground during normal operation. The last requirement is attained only if the topology guarantees very little common mode voltage on the PV panels during normal operation (note that this cannot be achieved with the Z-converter). Nevertheless, the midpoint can still be grounded, as indicated by the dashed line in the figure, but at the expense of performance.

Whichever architecture is chosen, it is clear that the energy transfer cannot be controlled to fully satisfy any arbitrary current demands of the PV, the grid, and the EV/PHEV battery simultaneously. In fact, many renewable resources are themselves subject to maximum power point tracking (MPPT) control so that the simple power balance in Equation 16.1 must be satisfied:

\[ P_{\text{MPPT}} = P_{\text{PEV}} + P_{\text{G}} \]  

(16.1)

Here, MPPT is the power draw requested by the distributed resource. It has to equal the sum of the power absorbed by the grid and the EV battery \( P_{\text{PEV}} \) and \( P_{\text{G}} \), respectively. Since \( P_{\text{MPPT}} \) is determined by external factors, such as clouding in the case of PV, either PPEV or PG can be controlled independently, but not both. Which of these is controlled will depend heavily on how the EV owner decides to utilize his vehicle storage resource. Thus, in installations where charging power comes primarily from intermittent sources, the need for a significant presence of additional storage on the premises will be diminished, but not eliminated.

### 16.6 EV BATTERY CHARGING SPECIFICATIONS AND SAFETY ISSUES

The major concern is the present limit of EV batteries’ practical drive range of 100–120 km on a single charge. This is coupled with a pervasive shortage of charging stations that, even when available, cannot generate enough power for fast charging (<15 min). Even in the likely event that fast charging will be available soon, it is conceivable that the necessary high-power availability will come with an additional price to the user. It appears that EVs will continue to benefit from slower charging strategies. For instance, standard level 2 (SAE J1772) charging bounds the available power to less than 14.4 kW so that a fully depleted 35 kWh battery pack will require 2½ h to achieve full SOC. In realistic circumstances, this naturally implies that the charging station will also double as a parking facility, where the vehicle is expected to reside for relatively long time periods. As will be seen through the topics covered in this section, where PV generation is convenient, power levels compatible with both levels 1 and 2 are possible, making solar carports ideal for EV/PHEV charging applications. Different battery chemistries and their typical charging time from a residential outlet, for 40 miles energy usage, are summarized in Table 16.1.

Even though it is the auto industry’s preliminary battery, PbA batteries are out of favor for EV applications, because of its low energy density. In comparison, the nickel-metal hydride (Ni-MH) battery is favored more, because of its higher energy density, shorter charging time, and long life cycle, but it presents an immature recycling system. The lithium-ion (Li-ion) battery chemistry is considered as a definite future trend, but compared to the other two candidates, it has lower durability, which is an issue that needs to be focussed upon while charging.

In terms of charge efficiency PbA has a high efficiency in the range of 95%–99%. However, Li-ion batteries can be charged and discharged faster than PbA and Ni-MH batteries, making them a good candidate for EV and PHEV applications. Furthermore, lithium-polymer (Li-Po) batteries have the same energy density as the Li-ion batteries but with lower cost. Formerly, the maximum discharge current of Li-Po batteries was limited to about 1 C rate; however, recent enhancements
have led to maximum discharge rates of almost 30 times the 1 C rate, which greatly improves and simplifies the storage part of the EVs and PHEVs in terms of power density, since this can even eliminate the need of ultracapacitors. Besides, there have been outstanding improvements in charging times. Recent advances in this technology have led to some types which can reach over 90% SOC in a couple of minutes, which can significantly increase the application toward EVs/PHEVs.

One of the major concerns for Li-ion and Li-polymer PHEV batteries is that the battery lifetime is only limited to a specific number of charge/discharge cycles. Too many charging/discharging routines disrupt the total life cycle of the battery pack. With reference to life cycle, the battery can suffer significant degradation in its capacity, depending on the charging level and time (level 2 or 3). Furthermore, the internal resistance also increases with each charging cycle. Also, according to the chemistry and the quality of the cells, a battery typically loses about 20% of its initial capacity after about 200–2000 full cycles, also known as the 100% SOC cycles. The life cycle can be greatly increased by reducing SOC usage, by avoiding complete discharges of the pack between recharging or full charging. Consequently, a significant increase is obtained in the total energy delivered, whereby the battery lasts longer. In addition, overcharging or overdischarging the pack also drastically reduces the battery lifetime.

### 16.6.1 EV Charging Levels, Specifications, and Safety

EV/PHEV batteries are typically charged by a DC power supply that is normally derived from an AC source. Many earlier EVs utilized offboard chargers for this purpose, in order to avoid adding weight to the vehicle. With technological advances in the field of power electronics and in consideration of the added convenience to the user, most EVs today use an onboard rectifier. In fact, today’s EV/PHEV manufacturer’s loosely follow SAE J1771 recommendations that require an AC electrical connection and power capacity not to exceed 14.4 kW. Moreover, common wisdom may suggest that this strategy has the supplemental benefit of simplifying future public infrastructure. To this point, the California Air Resources Board (CARB), through their report “ZEV Infrastructure: A Report on Infrastructure for Zero Emission Vehicles,” invokes economic factors to suggest that EVs be minimally equipped with an onboard rectifier. Table 16.2 shows the standard charging levels and

<table>
<thead>
<tr>
<th>TABLE 16.1</th>
<th>Typical Charging Time and Energy Densities of Popular Battery Candidates for EVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery</td>
<td>PbA</td>
</tr>
<tr>
<td>Charging time</td>
<td>8–10</td>
</tr>
<tr>
<td>Energy density</td>
<td>60</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 16.2</th>
<th>Summary of Charging Levels for EVs/PHEVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard EV charging levels</td>
<td></td>
</tr>
<tr>
<td>Level 1</td>
<td>“Level 1” EV charging employs cord and plug connected portable EV supply equipment (EVSE) that can be transported with an EV. This equipment is used specifically for EV charging and shall be rated at 120 V AC and 15 A, and shall be compatible with the most commonly available grounded electrical outlet (NEMA 5–15R).</td>
</tr>
<tr>
<td>Level 2</td>
<td>EV charging employs permanently wired EVSE that is operated at a fixed location. This equipment is used specifically for EV charging and is rated at less than or equal to 240 V AC, less than or equal to 60 A, and less than or equal to 14.4 kW.</td>
</tr>
<tr>
<td>Level 3</td>
<td>EV charging employs permanently wired EVSE that is operated at a fixed location. This equipment is used specifically for EV charging and is rated at greater than 14.4 kW.</td>
</tr>
</tbody>
</table>
their significance. While levels 1 and 2 are in line with the above considerations, SAE J1772 also includes provision for the so-called fast charging (level 3), which allows for the transfer of much higher power levels to EV/PHEV batteries.

Currently, fast charging is not commonly used, mainly because commercially available battery technologies do not allow for excessive charging currents. Furthermore, at this time, such quick charging schemes can only be regarded as a marketing gimmick, because of the required massive power demand.

16.6.2 EV/PHEV Battery Charging Voltage Levels

To charge a 35-kWh battery in 10 min, it requires 250 kW of power—five times as much as the average office building consumes at its peak. Notwithstanding these important impediments for the development of public level 3 infrastructure, the market drive for the possibility of quick refuelling stops at charging stations (as is now done with gas stations) makes such development very likely in the future. This is especially true in view of continuing efforts to improve battery chemistry and ultracapacitor specifications to allow higher currents. The advent of fast charging will most certainly presuppose a return to offboard rectifiers, so that direct access to the battery pack will become a necessity. It is, thus, reasonable to predict that future EVs/PHEVs will have both AC and DC plugs for battery charging. Such an assumption is critical for the purpose of renewable energy-based DC charging of EV batteries.

Furthermore, battery technology for EVs/PHEVs is still being developed, and has not yet reached maturity, let alone any kind of standardization. Each manufacturer is free to choose different chemistries and system designs; hence, it is currently impossible to establish a common specification. For charging solutions, the most problematic parameter is the voltage level, given that in some cases, a transformer and corresponding inverter must be added, to allow for voltage flexibility. Even with addition of a transformer, it is impossible to correctly quantify the performance of the power processor, if the battery voltage is allowed to possess a very wide range. Therefore, in wishful expectation that such voltage be standardized at some point in the future, a reasonable assumption must be made in the short term.

Nominal battery voltages for various EV/PHEV models suggest that a range between 275 and 400 V represents a reasonable assumption, although some neighborhood vehicles still use PbA batteries, and have much lower nominal voltages.

16.6.3 Charging Safety Issues

Vehicles are intrinsically nonstationary, and consequently, cannot be grounded through a permanent safety conductor. As the battery pack voltages are quite unsafe, they must be isolated from the chassis under operating conditions, as described or assumed by many standards such as UL 2202, UL 2231, ISO 6469, J1772, and J1766. However, this clause is not strictly necessary during charging, because the charger’s conductive coupling can be used to force both the chassis and the floated battery to safety ground. This could possibly relieve the charger power system from providing galvanic isolation to the battery, but also entails that the grounding conductor be oversized, while imposing strict safety regulation on all external wiring, connectors, and interlocks. Moreover, SAE J1772 calls for ground fault detectors (or equivalent means) to ascertain the isolation integrity of the battery pack, making it impractical to assume that the battery pack could be anything else than fully floating at all times. The immediate consequence is that the charger must be designed to provide galvanic isolation from the AC line.

16.7 Impact of EV Charging and V2G Power Flow on the Grid

The demand of energy will only escalate, according to energy predictions. More than half of the auto industry market will consist of EVs and/or PHEVs. This implies an additional energy charge in
the evenings, when the cars reach home. On the one hand, reducing CO₂ pollution and, on the other, increasing polluting power plants is not a good energy balance equation for the future. However, by introducing vehicle-to-grid (V2G) power flow and AC grid charging, the system energy balance can be altered. The bidirectional EV battery charger can not only charge the car battery, but also use the energy from the battery to supply household energy consumption.

The average home-to-work vehicle trip length is about 12 miles (19.4 km), which gives a gap to use the energy contained in the EV battery. The EV can supply the home loads, instead of charging its battery directly, when the driver reaches home. The charge of the battery will be shifted during the night. At this time, the EV battery works as a buffer or an ESS. In addition, to increase energy production by renewable energy sources, the home power supply (AC grid) will include local renewable energy sources, such as wind turbines and solar power. Using V2G technology is obviously beneficial from the standpoint of peak shaving, as is evident from the description above. However, some critical issues need to be taken into account, in order to achieve V2G power flow safely. Some of the key technical aspects of interconnectivity between an EV Li-ion battery pack, the AC grid, and renewable wind/solar power infrastructures are enlisted below.

16.7.1 **Line Stability Issues**

As aforementioned, the AC grid could perform the function of “storing” excess energy produced by the renewable energy resource of the carport, thus eliminating the need for local storage (batteries and flywheels). In fact, the scenario is somewhat more complicated than that. It is well known that intermittent generators, such as solar and wind installations, can potentially cause problems to the grid. In fact, should these generators become very widespread, or be connected to remote locations on the grid, the energy they produce may exceed the available load. Simple energy conservation theory dictates that such a condition is untenable and must be remedied either by storing the energy for later use or by decreasing power generation, thus underutilizing the generator’s capacity. Even when produced energy is not in excess, the flow of current back toward the power substation can cause the local point of common coupling to experience a voltage boost that can be severe when line impedance is significant.

Furthermore, and especially in the case of PV sources, the instantaneous level of generated power can experience rapid variations (up to 15% per second, due to clouding) that cannot be compensated in real time by the grid, thus causing voltage flicker. These serious issues concerning distributed generation are presently the object of intense study and mobilization by public and private parties. Thus, it is important to consider the following points: (a) present grid penetration levels of distributed systems, in general, and PVs, in particular, are very low, less than 2%–3% in North America. Several studies have established that flicker and voltage boost are significant only when the penetration levels at the power substation are more than 5% and 15%, respectively, in most cases; (b) in the case of a carport, the load is intrinsically a storage type EV/PHEV batteries. In other words, especially for large carports, there is a statistically high probability that the storage and the load are one and the same. Scenarios involving an empty carport and overproduction occurring simultaneously can be deemed so rare that decreasing production in such instances would be fairly acceptable. In fact, grid-connected EV/PHEV batteries could be beneficial to the utility company for the reasons mentioned in the previous section.

16.7.2 **Inverter Distortion and DC Current Injection**

As the renewable energy resources generate DC voltage, a DC/AC inverter is needed in order to connect to the AC grid. Several regulatory agencies, such as UL and IEC, have imposed common specifications for inverter performance. Minimally, the inverter must produce low-harmonic distortion currents (<5%) and near-unity power factors (displacement PF compensation is not yet allowed in most cases). Furthermore, the inverter is not allowed to inject a DC current component into the grid, as this could cause distribution transformers to saturate. Commonly followed standards IEEE
929, IEC 61727, and EN 61000 specify between 0.5% and 1% of rated output current as a maximum, while some national European standards add a 5 mA absolute requirement in addition to this minimum percentage.

16.7.3 LOCAL DISTRIBUTION CONFIGURATION

The solutions considered in the previous sections assume the use of 1-phase connections. The main appeal of the 3-phase system is the enhanced power capacity, the fact that this power is delivered and absorbed without any line-frequency components, and the elimination of third-harmonic currents in the distribution and grounding wiring. These features are quite attractive and include the advantage of potentially eliminating undesirable pulsating charging current to the EV battery. However, the single-phase configuration allows for less expensive and simpler distributed inverters. Especially, considering the fact that PV can only provide 5 kW of power to the inverter, and that intervening DC/DC converters need to be added to eliminate any pulsating current, it appears that a 1-phase system is much better adapted to EV charging application using PV resources.

16.8 RENEWABLE ENERGY AND EV/PHEV BLEND IN A SMART GRID

When defining the technical goals for a distributed power converter system to be used in a PV/wind-powered, grid-tied carport, suitable compromises must be made, in order to contain costs while providing acceptable performance. Essentially, the main design objective is dictated by the fact that the carport will be a public or semi-public structure. Hence, it is crucial that the system is robust, reliable, and offers high availability. It has already been ascertained that both the PV/wind resource and the power conversion system must be distributed, providing flexibility and redundancy, while choosing topologies that are characterized by low component count and stress levels, in order to ensure a high reliability.

Another important consideration is that renewable resources are not easily harnessed. This simple fact makes energy conservation through high conversion efficiency a priority. As mentioned above, the number of conversion stages should be minimized, at least for the most utilized power flow paths. In the case of renewable charging, the power will flow most frequently from the PV/wind to the EV battery and from the AC grid to the EV battery. Therefore, given a choice, the flow paths should be optimized in line with the following priorities: in decreasing order of importance, renewable source to battery, grid to battery, renewable resource to grid, and battery to grid [49]. A schematic, showing possible power flow paths is depicted in Figure 16.18 specifically for a PV/AC grid interface. A proposed structure with PV, AC grid-connected home, and an EV battery system is shown in Figure 16.19.

The configuration of Figure 16.19 has unique advantages. First, the PV power can be directly injected to the battery pack and not to the grid, then from the grid to the load, which reduces the overall losses. Second, this configuration provides great flexibility for different power flows. Depending on the amount of available power from PV panels and required power by the battery pack, different modes of operation may occur. If available power from PV is more than the required
power for charging the battery pack, the remaining can be injected to the grid (mode 1). If PV power is not enough, grid will be involved to supply the remaining power (mode 2). If there is no power available from the PV panels, battery pack can be charged solely by the grid (mode 3). If the battery pack is not connected to the system, PV power can be injected to the grid to reduce the electricity bill of the house (mode 4). If needed, the battery pack can be discharged to the grid during specified times performing a configuration supporting V2G mode (mode 5). Even in the case of blackouts, the EV battery pack can perform as an energy source, and supply the power to the house for some time, depending on the battery pack capacity (mode 6).

16.8.1 Vehicle-to-Grid: Test Case

The EV/PHEV battery does not completely solve the problem during peak production. However, it can be used as an external storage system, which can help the AC grid to supply the home and decrease peak production. As most renewable energy sources are intermittent, ESSs as well as advanced controls will have to be well developed. EV/PHEV batteries can have an important role to play in such an infrastructure as a storage system as well as an energy producer. A typical house powered from an AC grid, renewable wind energy, and PV, connected to a plug-in PHEV is as shown in Figure 16.20. This is the concept of net-zero energy consumption power system.

FIGURE 16.19 EV, AC grid-connected home, and PV interconnection.

FIGURE 16.20 PHEV connected to a net-zero energy consumption home.
Considering most vehicles are at home between 8.00 pm and 7.00 am and the fact that most people use their vehicle between 8.00 am and 9.00 am and from 4.00 pm to 5.00 pm, 11 h are available to use the vehicle as a storage/production system (depending on battery state-of-charge, SOC). During this time, the EV/PHEV can be charged or discharged, depending on user needs. Thus, the charge can be shifted during the night, when the demand on the grid is low. In addition, in most cases, one-way home-to-work does not exceed 25 km. For example, the Chevy Volt® has an electric range of 38 miles (61 km). This means that, the car battery will have at least 11 km range available at the end of the day [50]. The overall system can be divided into two parts: one when the vehicle is connected to home and the other when the vehicle is disconnected. In the first case, renewable energy sources supply the household load directly. The energy difference supplies either the grid or the vehicle battery. However, when renewable energy sources are not enough, the grid, or EV battery, or both, help to supply the household.

Typically, to solve the cost-based power flow problem, a dynamic programming-based optimization function needs to be devised. The objective of the optimization is to minimize the cost of energy, including the AC grid electricity cost, which has usually two prices: one for offpeak hours and one for peak hours. Fuel prices as well as cost of renewable energy sources also need to be taken into account. The proposed optimization problem has three constraints: battery capacity, ICE size, and grid capacity. In a typical PHEV, the battery SOC range is set between 30% (minimum SOC) and 90% (maximum SOC). The AC grid size is characterized by the power of the home outlet, which is considered on an average 3.0 kVA [50]. To help formulate the optimization algorithm, production and consumption profiles have to be predicted as well as the vehicle drive cycle. Computing at each time the 8-h energy, which is available, usually assists the predictions for the optimization problem.

A typical PHEV and AC grid optimization problem control uses approximately 30% of renewable energy, 40% of AC grid energy, and 30% of ICE energy, to supply the vehicle trip as well as household energy loads. A practical test case developed at Concordia University, in Montreal, Canada, based on the system of Figure 16.20, is considered as an example here. Practical test results are shown in Figure 16.21.

![FIGURE 16.21 Test case for a typical summer day (initial SOC = 90%).](image-url)
The test starts with a fully charged battery (90% SOC). The results show that the PHEV battery helps supply home loads and sells energy to the grid, keeping the optimization-based cost functions in order.

QUESTIONS

16.1 Enlist the various ancillary services that could potentially be utilized from electric and PHEVs. Explain each of these services in brief, giving suitable examples.

16.2 Explain the power conversion stages in a typical grid-tied EV/PHEV charging system. Highlight the key role played by power electronic converters in the various conversion options.

16.3 Compare and contrast EV/PHEV centralized and decentralized public charging infrastructures.

16.4 Highlight the operational characteristics of various nonisolated DC/DC bidirectional converter options, to connect EVs/PHEVs to the high-voltage DC bus. Explain the advantage of each individual DC/DC converter topology from an overall performance standpoint.

16.5 What is the advantage of using an interleaved DC/DC converter in the context of designing an efficient, high-performance EV/PHEV battery charging infrastructure? Support your answers with a conceivable high-capacity EV battery charging scenario.

16.6 Explain the futuristic role of PV panels for EV/PHEV charging. Highlight the various EV/PV/grid interface options/scenarios. Highlight the comparative features between each interface scenario.

16.7 Explain the concept of renewable energy interface with an EV/PHEV and the smart grid. Using the simulation example highlighted in the last section of this chapter, consider that your home is powered by a suitable sized PV panel. Model and simulate the best EV charge/discharge scenario (including vehicle-to-home, V2H power flow), keeping in mind the EV battery state-of-charge (SOC), AC grid power, and the total energy distribution between the AC grid and PV source. In your test-case, ensure that maximum penetration of PV is obtained, without sacrificing EV battery charge/discharge efficiency and maintaining PV as well as AC grid efficiency.
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17.1 INTRODUCTION

In contrast to conventional vehicles, hybrid and electric vehicles (HEV and EV, respectively) are more efficient devices in terms of energy utilization mainly due to three characteristics.

First, the average tank-to-wheels efficiency (i.e., chemical-to-mechanical energy conversion efficiency) is higher. That is, even in the case of HEV, where an internal combustion engine (ICE) is used, the utilization of electric power from an energy-storage system (ESS) leads to an increment of the total average efficiency due to the high ESS efficiency.

The second characteristic is the regenerative braking. Charging the ESS during the braking process opens the possibility of recycling mechanical energy that in conventional vehicles is dropped, further increasing the efficiency of the vehicle.

Finally, the third characteristic is the controlled power split among the energy sources. By manipulating such power split, a decision can be made on how much fuel is consumed. The more frequent use of the ESS, the more efficient vehicle operation and the less energy dropped.

One of the main subjects of this chapter is to provide methods and theoretical foundation about how to perform this power split; in other words, about how to design an energy management strategy (EMS). Most of the existing EMS is essentially focused on reducing the fuel consumption. The relevance of this subject is particularly important once the design stage of the vehicle is accomplished, as any fuel saving or operation cost reduction related with fuel provision is mainly provided by the power-split decision. That is, given the mechanic characteristics of a vehicle (i.e., geometry design, air resistance, tire friction, etc.), we wonder whether what a good decision of power split is, for a given driving cycle. I have used the word good instead of “the best” to emphasize that many of the EMS in the literature are not always, what mathematicians call, optimal. We will revisit this subject later in Section 17.3, where we will establish the necessary and sufficient conditions for optimality.

EMS can be categorized as (i) optimization based and (ii) heuristic- or rule-based. An advantage of the optimization-based strategies is that their solution can be called “minimal” (i.e., the fuel consumption is minimal). Moreover, they have the theoretical support of formal results that allow their application in a variety of vehicles; however, they have the disadvantage that the solution may be a hard find and may involve too much computation resources for real-time applications. Depending on the problem formulation, the optimization can be performed only by taking into account the instantaneous power demand (i.e., no knowledge of the future demand is required) or can be optimal for the entire vehicle trajectory. Solving the optimization problem for the entire vehicle trajectory requires the knowledge of the driving cycle but instead, terminal conditions on the ESS state of charge (SOC) can be taken into account, allowing more convenient ESS operation.

Heuristic approaches exploit the experience or a priori knowledge of the designer. In general, they are susceptible of being applied in real time because their complexity is usually linked to the design stage of the strategy, rather than to their operation. This classification belongs to those based on fuzzy logic [1–3], neural networks (NNs) [4,5], and frequency (i.e., based on the power demand frequency) [6–8]; most of them require somewhere a piecewise continuous description of the power split that depends on the designer experience or criterium (switching mode conditions). Many of the research performed on this topic is focused on providing evidence of functioning as well as on providing theoretical support to the design criteria.

Once the decision is made about what energy source will be used and in what proportion, the next step is to ensure that the power split is performed as expected. To this end, electronic control units (ECUs) are used. In the automotive industry, ECU is a generic term to name controlling and monitoring devices. In general, an ECU is expected to receive electrical signals from various sensors that measure the state of the engine/motor/battery, and so on. From these signals, the controller generates electrical signals to the actuators that determine the fuel delivery and the electrical power

---

* A driving cycle is a typical velocity profile of the vehicle for a given road condition, for example, urban, semiurban/extra urban, and highway.

† A trajectory is the time evolution of system states for a given initial condition.
delivered by the ESS. The EMS acts as a power-reference generator, while the ECU is the tracking control. It is worth noting that the tracking control in the ECU may also have a cascade structure (e.g., the voltage and current loop in a converter controller, see Figure 17.1).

The design of the ECU involves both the mathematical design of the controller and the electronic and actuator setup. Since this subject is too vast for a single chapter, we will focus only on the general aspects of the control design, referring the interested reader to References 9–11 for issues regarding the control implementation and its electronic design.

17.1.1 Energy Management Problems: Existing Solutions

As stated above, there exist two different trends in the EMS design, one is based on optimization and the other is based on heuristic rules. In the following, we will perform a brief review of some of the most relevant approaches. The intention is not to be vast or complete, but only to visit the different ideas proposed to reduce fuel consumption and to discuss how they work.

As the first step to introduce this description, observe that EMS for HEVs and EVs are focused on reducing the fuel consumption; therefore, such an objective can be accomplished in EVs only if a fuel cell (FC) is used to supply part of the power demand; these vehicles are also called fuel cell HEVs (FCHEVs) or fuel cell vehicles. For HEVs or FCHEVs, there exist similar ideas that can be used for the design of EMS. For example, in HEVs or FCHEVs, the engine/FC can be forced to operate in a region where they are more efficient to improve the overall efficiency of the vehicle. Such regions can be defined a priori and can be taken into account using either (i) heuristic rules using piecewise continuous description of the power split or (ii) optimization in a restricted set. Other considerations in the formulation of the energy management problem are: battery endurance, FC longevity, FC humidity, and healthiness of the ESS, among the most important.

Among the optimization-based strategies, it is worthy discussing the following:

Strategies that consider ESS operation restrictions. For the case of FCHEV and HEV, the fuel consumption minimization problem has a trivial solution, that is, complete electrical operation. However, if the idea is that the ICE or FC provides the main power of the
vehicle, and the ESS provides transient power demands or to be active in certain torque or velocity conditions, then the fuel consumption minimization problem can be formulated in a congruent manner using restrictions on FC/engine power and ESS SOC, as well as using what is called an equivalent fuel consumption of the electrical motor (see Reference 12). The equivalent consumption strategy allows to take into account both the fuel consumption and the energy consumption of the batteries in the minimization objective function (OF), and it is used to reduce ESS energy consumption. For these kinds of strategies, usually, the inclusion of some FC power/current restrictions has to be considered for a suitable operation of the cell. For example, high-current demands placed on the FC lead to flooding while low-current demands lead to FC membrane dryness, and such behavior can be prevented using a minimum and maximum power demand restrictions. The set where all the restrictions are satisfied is called feasible set and the solution must belong to it. Examples of this kind of EMS can be found in References 13–15.

Strategies that consider FC/engine efficiency. In this case, the restrictions of the optimization problem are fixed according to a maximum FC/engine efficiency [16]. For the case of FC, the efficiency is dependent on the current load, being high at low-current load. In these conditions, current losses are related to the required energy to initialize the oxidation–reduction reaction (open-circuit zone). The strategy may also take into account restrictions on the rate of change of the FC-delivered power that ensures that the FC does not flood nor dry. Such restrictions are also important because FC dynamics limit the rate of delivered power, and fast power demands cannot be satisfied by the FC. Although convenient in terms of fuel economy (FE), operation of the cell at the maximum-efficiency cell zone, over-dimensions the size of the cell and its power generation is not completely exploited [17].

Strategies that consider battery SOH or longevity. Usually, the battery SOC is the only dynamic state taken into account when designing an optimization-based strategy, since voltage can be inferred from a static (algebraic) relationship of the battery SOC. However, the SOH can also be considered. To explain what an SOH is, assume that the battery operates under constant conditions. In this situation, a battery can withstand a certain amount of energy that can be used to compute an equivalent number of charge/discharge cycles. The SOH constitutes a quantification of how close from the end of life the battery is, taking into account the idealized scenario described above. The optimization problem can now be subjected to additional constraints of the battery, involving the restriction of a minimum SOH allowed [18]. The end of life is usually considered to be reached when the cell or battery delivers only 80% of its rated capacity. Nickel–metal hydride (NiMH) batteries typically have a life cycle of 500 cycles, while Ni–Cd batteries can have a life of more than 1000 cycles.

Strategies based on analytical solutions. In this approach, the objective is to formulate an optimization-based strategy capable to be solved offline. Such a scenario is satisfied only for special OFs and restrictions (typically linear). In this case, the real-time implementation may be guaranteed for both the restricted and unrestricted case. As the solution is analytic, analysis of the effect of ESS efficiency or parameter sensitivity can be performed [19].

Online and offline strategies. Depending on the OF, the optimization problem can be formulated as static (i.e., the OF is instantaneous considering only the current state of the fuel consumption) or dynamic (i.e., the OF depends on the integral of the instantaneous fuel consumption or involves derivatives). In this chapter, we will study both approaches.

* This topic is revisited in Section 17.2.4.
Among the heuristic-based EMS, the following can be mentioned:

* **Piecewise continuous description of the power split.** This is probably the simplest heuristic strategy. In this case, the power split is directly assigned with the use of a piecewise continuous function, which is basically inspired in the designer criterion. Such function may depend on the ESS SOC or/and SOH, FC power, and so on. The definition of this function is directly related to the performance of the strategy and therefore, it is the subject for many researches.

* **Frequency-based power split.** This is a particular case of the kind of strategies above; however, in this case, the power split is defined by the frequency characteristics of the power demand. As stated before, FC cannot fulfill rapid power demands; this is also the case of small engines; therefore, the ESS is used. The frequency partition is the result of the analysis of the frequency response of the power sources. Typically, super capacitors (SCs) are used for high-frequency power changes, batteries are used for medium-power demands, and FC/engines are used for low-frequency demands. The SOC of the ESS must be taken into account in this partition, since for example, depleted ESS cannot satisfy the power demand and the frequency-based partition is pointless.

* **Fuzzy.** The first step in the design of this strategy is to perform what is called the fuzzification. That is, based on the knowledge or the criterion of the designer, the fuzzy concepts or qualifications are translated to sets. Once these sets are defined, the next step is to assign membership functions to every concept; these membership functions may overlap, which may assign a true value to a point belonging to two or more membership functions. By applying fuzzy rules (fuzzy logic), it is inferred what action or strategy applies (which can be more than one). The objective is to define a set decisions based on, for example, the SOC of the ESS (e.g., (i) High SOC: The FC/engine works around its optimal running zone; (ii) low SOC: The FC/engine operates higher than its optimal running point). The defuzzification procedure will assign a deterministic value of the power share, for implementation purposes. The definition of membership functions can be modified to obtain different results of the EMS. For example, in Reference 3, such functions are manipulated to approach an offline strategy based on optimization. The authors show that this strategy displays a close behavior to the offline-optimized strategy even if no predictive action of the driving cycle is available.

* **NN.** The neural network approach has the advantage that it can deal with uncertain and unstructured systems. It departs from a black-box model in which a number of inputs are connected to a layer of cells. A cell is basically constituted of a low-order dynamical system, which in turn, can be interconnected to more cells. By manipulating the parameters of the cell, the number of layers, and the interconnections, the output of the NN can be manipulated (training). This manipulation can be performed either by trial and error (based on the designer experience), or using a feedback of the deviation error from a desired response. In the latter case, for some NNs, proof of convergence can be given, and such characteristics make them very valuable for control scientists.’ For EMS design, the NN may be used (a) to learn from an optimal strategy to emulate it or (b) to learn about the driving cycle to use it in an optimal strategy, among other uses.

### 17.1.2 Chapter Organization

In the rest of this chapter, we will focus on formalizing the EMS design problem and some of the existing solutions as well as on discussing some control design criteria for ECUs. The subjects in this chapter are mainly oriented to undergraduate students, but there are also some topics for

* In this case, the strategy is no longer heuristic.
postgraduate-level students. Basic concepts of optimization, functional analysis, and dynamic systems are required. In some cases, references are given to the inexper't reader.

Section 17.2 is devoted to formalizing the problem formulation of the EMS design. Particularities of the optimization and heuristic-based EMS are also discussed. In Section 17.3, we discuss two of the most important strategies for solving optimal problems, that is, dynamic programming (DP) and variational calculus (VC). The main differences among them are discussed, and, in some cases, necessary and sufficient conditions for optimality are given. In Section 17.4, the illustration of optimal EMS is performed for the case of an FCHEV.

Finally, Section 17.5 is devoted to discuss some generalities of the control design and to give insight into the design of some of the most important control strategies nowadays; that is, robust and optimal control. The interested reader in control design strategies may skip Sections 17.2 through 17.4, and begin with Section 17.5 without detriment.

The design of electronic control circuits is not covered in this chapter. Numerical methods for optimization as well as the illustration of intelligent EMS are not given in this chapter.

17.2 ENERGY MANAGEMENT PROBLEM FORMULATION

In Section 17.1.1, some generalities of the EMS design problem formulation have been introduced. In this section, we will gain precision in this formulation since, as it will be clear later, the well-poseness of the problem is crucial to establish the existence of the solution and its method of computation. To this end, the mathematical models of every component are required. As the particularities of ESS and ICEs have been introduced in Chapters 3, 7, and 8, the component description in the next section is mainly focused on hydrogen proton exchange membrane FC (PEMFC), which constitutes one of the most appropriate FC technologies for vehicles nowadays.

17.2.1 PEMFC DESCRIPTION

An FC is an electrochemical device that consumes hydrogen and air (oxygen) and produces heat, water, and electrical energy. An FC has a similar electrochemical principle that batteries, but unlike them, the fuel and the oxidant (hydrogen and air, respectively) are externally provided. This characteristic is very convenient for FCHEV, since the fuel tank can be quickly filled, similar to ICE vehicles. The conversion of chemical energy into electric energy occurs without combustion, and therefore, FCs are silent, do not operate at high temperatures, and are more important; their efficiency is not limited by the Carnot cycle; such characteristics make them more efficient than any ICE. The oxidation–reduction reaction that generates the electricity is performed without explosion by the use of a membrane electrode assembly (MEA), which besides of preventing gas mixing is also an ion conductor. During the reaction, the hydrogen is decomposed into protons (positively charged particles) and electrons (negatively charged). Protons pass through the polymer to the cathode, whereas the electrons travel along an external electric circuit to create the electrical current. Once this ion conduction is performed, water molecules are formed. It is known that humidity modifies the membrane conductivity, the drier it is, the less conductivity capacity it has; however, flooding is also undesirable that may block the reaction. The higher the extracted current, the more the water produced.

FCs can be considered as variable-voltage, current-dependent DC sources. A polarization curve is a function relating steady-state voltage and current of an FC (i.e., $V_{FC} = g(I_{FC})$). In general, a polarization curve is composed of three regions (see Figure 17.2). The first region (I) is at low currents and high voltages, where current losses are related with the required energy to initialize the reaction (open-circuit zone). The second region (II) is where current losses are mainly attributed to

* Sometimes, when chemical crossover occurs, such a relation may not be a function.
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the Ohmic resistance of the electrolyte resistivity and the external resistance of electrodes and connections (linear region), and the third region (III) is located at high currents and low voltages, where the power extraction is limited by the mass transfer rate.

The FC power can be computed using the voltage and current of the FC, as shown in Figure 17.2. Such curves are dependent on the $H_2$ pressure that modifies the voltage of the FC and therefore the total extracted power. A normal operation of the FC avoids Regions I and III; therefore, the current (power) demands to the FC must be limited.

The hydrogen consumption ($\dot{m}_{H_2}$) of the FC is proportional to the current delivered by the FC ($I_{FC}$); that is,

$$\dot{m}_{H_2}(t) = -\frac{\overline{N}M_{H_2}I_{FC}(t)}{2F}$$

(17.1)

where $\overline{N}$ is the number of cells in the stack, $M_{H_2}$ is the molar mass of $H_2$ and $F$ is the Faraday constant, and $I_{FC}(t)$ is the current provided by the FC. This relationship will be used later when solving EMS for FCHEVs.

### 17.2.2 Computation of Electric Power Demand: FCHEV

As stated in the earlier chapters, mechanical power demanded by the vehicle depends on its dynamics; that is, it depends not only on parameters such as rolling resistance, gravitational acceleration, frontal area, road inclination, and so on, but it also depends on the efficiency of the movement transmission given by the mechanical design of the vehicle. For the case of FCHEV, this mechanical power demand can be transformed into electric power demand for a given power train. Such demand is larger than the mechanical power due to unavoidable energy losses present in the electrical motor and its driver.

Let $P_{mech}(t)$ be the net mechanical power demanded; hence, the corresponding electrical power demand ($P_{elec}$) is given by

$$P_{mech}(t) = \eta_{md}P_{elec}(t)$$

(17.2)

where $\eta_{md}$ is the overall efficiency of the motor and its drive. Let us denote the current and power demanded by the vehicle $I_{load}$ and $P_{load}$ respectively, while $I_{bat}$, $P_{bat}$ and $I_{FC}$, $P_{FC}$ are the current and power from the battery and from the FC, respectively, as illustrated in Figure 17.3.

---

**FIGURE 17.2** Typical polarization curve of a PEMFC.
To satisfy the current demand of the load, the following must be satisfied:

$$P_{\text{load}} = P_{\text{bat}}\eta_{\text{eff, bat}} + P_{\text{FC}}\eta_{\text{eff, FC}}$$

(17.3)

where $\eta_{\text{eff, bat}}$ is the overall electric efficiency of the battery with

$$\eta_{\text{source}}\eta_{\text{eff, bat}} = \begin{cases} 
\eta_{\text{bc}}\eta_{\text{conv}} & \text{Battery charging} \\
\eta_{\text{bd}}\eta_{\text{conv}} & \text{Battery discharging} 
\end{cases}$$

$\eta_{\text{bc}}$ and $\eta_{\text{bd}}$ are the internal battery efficiency during charging and discharging processes, respectively. $\eta_{\text{eff, FC}} = \eta_{\text{FC}}\eta_{\text{conv}}$ is the overall electric efficiency of the FC and $\eta_{\text{FC}}$ is the internal efficiency of the FC. Typical efficiencies of the source are [20]:

$\eta_{\text{bc}} = 1$, $\eta_{\text{bd}} = 0.95$, $\eta_{\text{SC}} = 1$, and $\eta_{\text{FC}} = 0.5$. *

Notice that $P_{\text{mech}}(t)$ changes with time because it depends on the driving cycle; that is, on the vehicle velocity profile. In other words, the driver and the road conditions fix at every time, a time varying power demand that must be satisfied by the power train.

### 17.2.3 Problem Formulation: Heuristic Approach

Heuristic EMS cannot be mathematically formulated in a unique form and depends on the type of heuristic approach used. In the case of piecewise continuous EMS, the problem formulation is mostly performed using words.

#### 17.2.3.1 Piecewise Continuous EMS: PHEV Case

Let us consider the case of a plug-in HEV (PHEV). The vehicle is provided with an engine, an electric motor, and a set of batteries. Assume that the vehicle is also provided with a variable transmission so that the engine can be operated at a desired (optimal) speed.

The set of operation rules depends on the battery SOC, the motor power, and the engine optimal operation point, while the the outputs are the battery, engine, and motor states. An example of the said-heuristic rules is given in Table 17.1 [21], where $P_{\text{load}}$ is the power demand, $P_{\text{eng, opt}}$ is the

* Higher FC efficiencies are reported in the literature but usually, they do not take into account the power losses related with the auxiliary systems and the balance of plant (BoP) of the FC. The BoP is the power plant of the FC, plus auxiliary monitoring and control devices.
Energy Management and Optimization

565

Power provided by the engine at the optimal speed, $P_{\text{motor, max}}$, is the maximum power delivered by the electric motor, and $SOC_{\text{min}}$ is the minimum allowed level of the SOC, while REG stands for the regeneration mode [21].

### 17.2.3.2 Frequency-Based EMS: EV Case

To apply this kind of strategy in EVs, it is necessary that the ESS is composed of both batteries and SCs. The main objective is to decide the power split based on the frequency analysis of the driving cycle, exploiting the high-power density of SCs and the high-energy density of the batteries. The effectiveness of this EMS is crucially dependent on the variability of the driving cycle; therefore, frequency-based EMS is not a good option for highway-driving cycles.

The first step is to design low- and high-pass filters according to the designer criterion and the ESS dynamics. To this end, the current demand under a given driving cycle is analyzed using, for example, fast Fourier transform (FFT) (see Figure 17.4). The adequate filter cutoff frequencies in accordance with the ESS dynamics can be readily chosen using Figure 17.4. The filters are used to

![Figure 17.4](image)

**Figure 17.4** Frequency analysis of the current demand of a driving cycle. The cutoff frequency of the high- and low-pass filters can be readily chosen from the frequency analysis of the current demand and the ESS dynamics.

* Wavelet transform can also be used (see References 5 and 28).
separate the actual frequency content of the power demand. The output of the high-pass filter is used to create the reference of the SC current controller, while the output of the low-pass filter is used to create the reference of the battery current controller, as shown in Figure 17.1.

17.2.4 PROBLEM FORMULATION: OPTIMIZATION APPROACH

As it was stated earlier, the objective of the optimization-based EMS is to minimize a function of fuel consumption \( \dot{m}_{\text{Fuel}}(t) \). This problem can be formulated using different, the so-called OFs. Some options are

\[
J_1 = K \dot{m}_{\text{Fuel}}(t)
\]

\[
J_2 = K(\dot{m}_{\text{Fuel}}(t))^2
\]

\[
J_3 = K \int_{t_0}^{t} \dot{m}_{\text{Fuel}}(\sigma) d\sigma
\]

\[
J_4 = K_1 \int_{t_0}^{T} \dot{m}_{\text{Fuel}}(\sigma) d\sigma + K_2 [\text{SOC}(T) - \text{SOC}^*]
\]

\[
J_5 = \int_{t_0}^{T} [K_1 \dot{m}_{\text{Fuel}}^2(\sigma) + K_2 (\text{SOC}(\sigma) - \text{SOC}^*)^2] d\sigma
\]

where \( K, K_1, \) and \( K_2 \) are suitable constants and \( t_0 \) and \( T \) are, respectively, the initial and final time of the driving cycle. OFs (17.4) and (17.5) do not take into account the past or future fuel consumption; if the problems were formulated using such equations, the minimization problem would be instantaneous.

The optimization of this class of OF can be performed using standard optimization tools, for example, those given in Reference 22. However, OFs (17.6) through (17.8) are quite different, because the OF is dynamic and in any of them, the objective would be to minimize the trajectories of the fuel consumption from time \( t_0 \) to \( T \). Observe that to solve the optimization problem, such set of trajectories must not be empty. The existence of such set of trajectories depends on the driving cycle and the initial conditions of the power sources.

The term \( K_2 [\text{SOC}(T) - \text{SOC}^*]^2 \) in Equation 17.8 is known as equivalent fuel consumption of the ESS and it is used to reduce ESS utilization. The use of this term shifts the optimal point by an amount proportional to the difference of the ESS SOC and the reference value (SOC*); this shift usually leads to an increment of fuel consumption. Observe that Equation 17.8 takes into account the battery SOC deviation from a desired value SOC* along the entire system trajectory.

The term \( K_2 [\text{SOC}(T) - \text{SOC}^*] \) in Equation 17.7 is called terminal cost since it only affects the OF at the final time \( T \). It is used to penalize ESS SOC deviation from a desired value at the end of the driving cycle.*

The minimization of Equations 17.6 through 17.8, must be performed using either VC or DP that are relatively more complex optimization tools; however, observe that some unconstrained problems are trivial to solve, for example, \( \min_{\dot{m}_{\text{Fuel}}} J_i \) for \( i = 1, 2, 3, \ldots \) has a trivial solution at \( \dot{m}_{\text{Fuel}}(t) = 0 \). So, to formulate the problem in a congruent and useful manner, it is necessary to include restrictions; such restrictions can be dynamic or static, as shown in the following sections.

* Terminal restrictions are also helpful to this end as we will see later.
Depending on the knowledge of the driving cycle, the choice of the OF can be made accordingly. If no information is available, OF (17.4) and (17.5) are more convenient options, while for OFs given by Equations 17.6 through 17.8, predictive knowledge of the driving cycle or accurate characterization of the driving cycle is required.

As a final worthy observation, let the fuel consumption of the vehicle using only the engine or FC be \( \dot{m}_{\text{Fuel}} \) the FE is defined as

\[
FE = \frac{[\dot{m}_{\text{Fuel}}(t) - \dot{m}_{\text{Fuel}}(t)]}{\dot{m}_{\text{Fuel}}(t)} \times 100\%
\]

hence, the minimization of the fuel consumption has the same solution as the maximization of the FE.

### 17.2.4.1 Instantaneous Optimization Problem Formulation: FCHEV Case

Let us consider the case of an FCHEV; since the fuel consumption is proportional to the current demanded from the FC, the optimization problem can be formulated as

\[
\min_{I_{\text{FC}}} J_2 = \min_{I_{\text{FC}}} K(m_{\text{Fuel}}(t))^2 = \min_{I_{\text{FC}}} \left\{ \frac{-NM_{\text{Fuel}} I_{\text{FC}}(t)}{2F} \right\}^2
\]

subjected to

\[
P_{\text{load}} = P_{\text{ESS}} \eta_{\text{eff,ESS}} + P_{\text{FC}} \eta_{\text{eff,FC}} \quad (17.10)
\]

\[
SO\hat{C}(t) = -I_{\text{ESS}}(t)/C \quad \text{with} \quad C > 0 \quad (17.11)
\]

\[
SOC_{\min} \leq SO\hat{C}(t) \leq SOC_{\max} \quad \text{with} \quad SOC_{\min} > 0, SOC_{\max} \leq 1 \quad (17.12)
\]

\[
P_{\text{FCmin}} \leq P_{\text{FC}}(t) \leq P_{\text{FCmax}} \quad \text{with} \quad P_{\text{FCmin}}, P_{\text{FCmax}} > 0 \quad (17.13)
\]

where \( \eta_{\text{eff,ESS}} \) and \( \eta_{\text{eff,FC}} \) are the overall electrical efficiency of the ESS and FC, respectively. Note that the restrictions must be satisfied for every time \( t \geq t_0 \); therefore, they are also terminal restrictions (i.e., restrictions to be satisfied at the final time of the cycle, \( T \)).

Furthermore, observe that Equation 17.12 constitutes restrictions over ESS SOC, such that the ESS cannot be depleted beyond \( SOC_{\min} \) or charged beyond \( SOC_{\max} \), while restriction (17.11) relates the battery current with the battery SOC and constitutes a dynamical restriction given by the battery inner dynamics.

Restriction (17.13) constitutes the limits of the operating power range for the FC. Observe that restriction (17.10) is actually a power conservation equation and it states that the load power demand must be satisfied by the ESS and the FC. Under the worst conditions, the FC design should be able to satisfy the maximum power demand of the vehicle; otherwise, such restriction cannot be satisfied. Note that once the FC power is fixed, the ESS power is fixed for a given power load. That is, there is only one design variable for optimization, and the problem can be formulated accordingly, and the most natural choice is \( I_{\text{FC}} \) as in Equation 17.14.
17.2.4.1 Emergency Modes
It is worth noting that the solution of the optimization-based EMS crucially depends on the existence of a nonempty feasible set. It is expected that as the battery is depleted, such set becomes narrower, leading to a point where no optimization can be performed and the engine or the FC must provide all the power. That is, the existence of emergency modes (heuristic rules) is unavoidable for extreme conditions.

17.2.4.2 Dynamic Optimization Problem Formulation: FCHEV Case
In this case, the OF can be chosen as any of functions (17.6) through (17.8). In this case, let us set it as

\[ \min_{I_{FC}} \int_{t_0}^{T} m_{Fuel}^2(\sigma) d\sigma = \min_{I_{FC}} \int_{t_0}^{T} \left[ -\frac{N_{M,N_2}}{2F} I_{FC}(\sigma) \right]^2 d\sigma \]  

subjected to restrictions (17.10) through (17.13) and the terminal restriction

\[ SOC(T) \geq SOC(t_0) \]  

The terminal restriction (17.15) is used here to ensure that the battery is replenished at least to the SOC level as it was at the beginning of the driving cycle.

17.2.4.2.1 Existence of a Reachable Set and Admissible Inputs
The satisfaction of terminal restrictions in the dynamical optimization problem (DOP) substantially depends on the initial conditions. Such restrictions are only satisfied if the initial conditions belong to, what is called, the reachable set. That is, the set of initial conditions from which the terminal conditions are reachable for the set of all possible power-sharing actions.

The existence of the reachable set requires that the dynamic system is controllable. The set of control actions (power-sharing decisions) such that the terminal restrictions are satisfied are called admissible control inputs.

Observe that the existence of a reachable set depends not only on the power-sharing decision but also on the driving cycle. This point will be illustrated in Section 17.4. If the initial conditions do not belong to the reachable set, the solution of the DOP does not exist; therefore, it is necessary to ensure that such condition is satisfied, although in most of works in the literature, it is implicitly assumed.

17.3 SOLUTION OF THE DOP
In Section 17.2.4, it has been stated that two different optimization problems can be formulated, those are instantaneous and dynamic. The instantaneous optimization problem (IOP) has been extensively discussed in the literature and the existence of a global or local optimum is closely related to the type of OFs or/and the type of restrictions. To clarify this statement, let us consider, for example, the theorem of classical Lagrange multipliers for equality constraints. The theorem states that it is required (necessary condition for optimality) that the Jacobian matrix associated to the equality constraint has full row rank at the minimum; such condition is called qualification (constraint qualification). This condition is independent of the OF; therefore, if the constraint holds, the theorem holds for the same constraints and any differentiable OF. Constraint qualifications may constitute necessary and/or sufficient conditions for the existence of an optimum. There are numerous research in the literature focused on determining the weakest qualifications and also on extending the results to general problems.
Among the most important optimization results is the one due to Karush, Khun, and Tucker (KKT) [23] that establishes first- and second-order conditions (necessary and sufficient) for convex OF and restrictions. First-order KKT conditions have also shown to be qualifications for pseudo-convex [24], invex [25], type I [26], strong-pseudo-quasi-type I-univex [27], weak-pseudo-quasi-type I-univex [27], OFs, and constraints, among others.

If an OF is strictly convex, its minimum is unique, and therefore global. However, in general, global optimization addresses the computation and characterization of global solutions to nonconvex continuous problems, including differential–algebraic, nonfactorable, and mixed-integer problems.

On the other hand, the solution of the DOP can be derived using the basic static optimization tools mentioned above; however, such derivation is not direct and in most cases, constitutes a very complicated matter. There exist two main trends in the literature to solve this class of problems. The DP and VC methods. In both cases, the objective is to transform dynamic optimization problems into instantaneous (static) ones. In the following sections, both methodologies are described; in every case, when restrictions are considered, it is assumed the existence of a nonempty feasible set, otherwise, any methodology of the solution is pointless.

17.3.1 Results of Calculus of Variations

Calculus of variations has a long list of results. In this section, we will focus only on Pontryagin’s principle, which states necessary conditions for optimality for the so-called optimal control problem (OCP) (also known as Mayer problem). Such problem can be stated as follows:

Let \( M(t,x,u) \) be a continuous scalar function \( C^1 \) in \( (x,u) \) with \( x \) and \( u \), \( n \)-, and \( m \)-dimensional vectors, respectively. Let the OF be

\[
\mathcal{J}(x,u) = G(x(T)) + \int_{t_0}^{T} M(t,x(t),u(t)) \, dt
\]  

(17.16)

restricted to

\[
\dot{x} = f(t,x,u) \quad (17.17)
\]

\[
x(t_0) = \bar{x}(t_0) \quad (17.18)
\]

\[
\phi(T,x(T)) = 0 \quad (17.19)
\]

with \( t_0 \) and \( T \) the initial and final time and \( G(x(T)) \) is the terminal cost. Restrictions (17.18) and (17.19) state that the initial and final states are fixed, and they are also known as end restrictions. Restriction (17.19) is also called terminal restriction.

**DOP1:** Find \( u \) that minimizes Equation 17.16 restricted to Equations 17.17 through 17.19.

In the following, when no confusion may arise, the time argument of states and inputs will be omitted for brevity; also, the following notations are introduced. Let \( x' \) stand for the transpose of \( x \), \( x_j \) with \( j = 1 \ldots n \) stands for the \( j \)th entry of \( x \) and the operator \( \nabla \equiv (\partial/\partial x) \).

To establish necessary conditions for optimality, let us define the Hamiltonian,

\[
H(t,x(t),u(t),\lambda(t)) = M(t,x(t),u(t)) + \lambda' f(t,x(t),u(t))
\]  

(17.20)

\* A scalar continuous function \( f(x) \) is convex in the convex set \( \Omega \) if for any two points \( x_1 \) and \( x_2 \) in \( \Omega \) and \( 0 \leq \sigma \leq 1 \), \( f \) satisfies \( f(\sigma x_1 + (1-\sigma)x_2) \leq \sigma f(x_1) + (1-\sigma)f(x_2) \). The function is strictly convex if \( f(\sigma x_1 + (1-\sigma)x_2) < \sigma f(x_1) + (1-\sigma)f(x_2) \).

\* The class \( C^1 \) contains all the differentiable functions whose first derivative is continuous. They are also called continuously differentiable.
Theorem 17.1 (Pontryagin’s Principle)

Necessary conditions for optimality of the DOP1 are

\[ \dot{\lambda}(t) = -\nabla_x f(t, x, u) \lambda(t) - \nabla_x M(t, x, u) \]  \[ \tag{17.21} \]

\[ \nabla_u H(t, x, u, \lambda) = \nabla'_u f(t, x, u) \lambda(t) + \nabla'_u M(t, x, u) = 0 \]  \[ \tag{17.22} \]

\[ \lambda(T) = [\nabla_x \phi(t, x) + \nabla_x G(x)] \big|_{t=T} \]  \[ \tag{17.23} \]

Conditions (17.21) through (17.23) are called transversality conditions or boundary conditions and Equation 17.21 is called the adjoint equation.

Observe that in Theorem 17.1, \( \phi(T, x(T)) = 0 \) must be satisfied; moreover, \( \lambda(t_0) = 0 \) whenever \( x(t_0) \) is not specified. The result in Theorem 17.1 cannot be applied if inequality constraints on the states and control variable exist. For example, with a set of restrictions

\[ R(t, x(t), u(t)) \leq 0 \]  \[ \tag{17.24} \]

where \( R(t, x(t), u(t)) \) is a \( p \)-dimensional vector \( C^1 \) in \((x, u)\) and \( \leq \) stands in this case, for element-wise inequality. For these cases, Theorem 17.2 is introduced.

**DOP2:** Find \( u \) that minimizes Equation 17.16 restricted to Equations 17.17 through 17.19, and 17.24.

To propose a solution to DOP2 and to introduce Theorem 17.2, let us consider the modified Hamiltonian,

\[ \bar{H}(t, x, u, \lambda(t), v(t)) = M(t, x, u) + \lambda' f(t, x, u) + v' R(t, x, u) \]  \[ \tag{17.25} \]

with

\[ v_j = \begin{cases} > 0, & R_j(t, x, u) = 0 \\ = 0, & R_j(t, x, u) < 0 \end{cases} \]  \[ \tag{17.26} \]

Note that in the case when \( R_j(t, x, u) > 0 \), no solution exists because restrictions are not satisfied. The following result is in order.

**Theorem 17.2**

Necessary conditions for optimality of the DOP2 are

\[ \dot{\lambda}(t) = -\nabla'_x f(t, x, u) \lambda(t) - \nabla'_x M(t, x, u) - \nabla'_x R(t, x, u) \]  \[ \tag{17.27} \]

\[ \nabla_u \bar{H} = \lambda(t) \nabla'_u f(t, x, u) + \nabla_u M(t, x, u) + \nabla_0 \nabla_u R(t, x, u) = 0 \]  \[ \tag{17.28} \]

\[ \lambda'(T) = [\nabla_x \phi(t, x) + \nabla_x G(x)] \big|_{t=T} \]  \[ \tag{17.29} \]

Observe that as in Theorem 17.1, \( \phi(T, x(T)) = 0 \) must be satisfied, and \( \lambda(t_0) = 0 \) whenever \( x(t_0) \) is not specified. At this point, it is natural to ask whether the conditions of Theorems 17.1 and 17.2 are also sufficient. In general, sufficient conditions for optimality requires the introduction of DP
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concepts (see Reference 28). However, for the case of the optimal problem with free terminal point, that is, the problem where the initial and final times are fixed but there are no conditions on the final state, necessary and sufficient conditions are quite simple.

**Theorem 17.3**

Necessary and sufficient conditions for the ODP1 with free terminal point are

\[ \dot{\lambda}(t) = -\nabla_x f(t,x,u)\lambda(t) - \nabla_x M(t,x,u) \]  
\[ \nabla_u H(t,x,u,\lambda) = \nabla_u f(t,x,u)\lambda(t) + \nabla_u M(t,x,u) = 0 \]

\[ \lambda'(T) = \nabla_x G(x) |_{t=T} \]  

Moreover, if in addition, \( M(t,x,u) \) is strictly convex in \((x,u)\), the optimal control \( u(t) \) is global (unique).

The proofs of Theorems 17.1 through 17.3 are highly involved and they will not be presented here. However, the verification of Theorem 17.2 is presented in Section 17.4.

### 17.3.2 Dynamic Programming

Pontryagin’s principle can provide a nice (but complicated) geometric interpretation of optimality; however, as stated before, if one is looking for sufficient conditions for optimality, DP tools are needed. To understand the connections between DP and Pontryagin’s principle, one must first review the optimality existence conditions. That is, from Theorem 17.1, we have established necessary conditions for optimality; in particular, for the existence of extremals. However, such extremals are not necessary to be a minimum (i.e., the minimum is necessarily an extremal but not vice versa). DP tools depart from the existence of such extremal and this constitutes the general principle of DP.

To introduce DP, let us define the following:

**Definition 17.1**

Let \( V(t,x) \triangleq \inf_u J(t,x,u) \), where \( \inf \) stands for **infimum**, that is, the greatest lower bound of the scalar function \( J(t,x,u) \). \( V(t,x) \) is known as Bellman function or optimal return function.

Moreover, we are focused on the class of DOP that satisfies the following properties:

**Property 1.** For all \( T,x \), there exists a continuous control function \( u \) that satisfies \( V(t,x) = J(t,x,u) \).

**Property 2.** For all \( t \), \( J(t,x,u) \) is a nondecreasing function of time evaluated along any trajectory corresponding to an admissible control input of the initial state \( x(t_0) \) (see Figure 17.5).

**Property 3.** \( J(t,x,u) \) evaluated along any optimal trajectory is constant.

Considering the DOP1, let us introduce the associated Hamilton–Jacobi–Bellman (HJB) equation

\[ -\frac{dV(t,x)}{dt} = \min_u [\nabla_x V(t,x) + \nabla_x f(t,x,u)] \]  

which can be alternatively written as

\[ -\frac{dV(t,x)}{dt} = \min_u [M(t,x,u) + \nabla_x V(t,x)f(t,x,u)] \]
Observe that for the terminal cost to be satisfied, Bellman function must also satisfy

$$V(T, x) = G(x)$$  \hspace{1cm} (17.35)

It can be shown that the HJB equation is a sufficient condition for optimality for an ODP1 satisfying properties 1–3. In this case, there exists a unique smooth optimal control for every initial time and initial condition such that $V$ satisfies the HJB equation (17.33) with (17.35). That is, by solving the partial differential equation (17.34) with boundary condition (17.35), it is possible to find the optimal control. Unfortunately, solving such equation is a very complicated matter (depends on the nonlinearity $f(t, x, u)$), and in just a few cases, it can be computed explicitly.

Let us assume that OF (17.16) and restriction (17.17) admit the following expressions, respectively:

$$\mathcal{J}(x, u) = x(T)'Sx(T) + \int_0^T \left[ x(t)'F(t)x(t) + u(t)'N(t)u(t) \right] dt$$  \hspace{1cm} (17.36)

$$\dot{x} = A(t)x + B(t)u$$  \hspace{1cm} (17.37)

Since $V(x(T), T) = x(T)'Sx(T)$, the Bellman function must to be quadratic (i.e., $V(t, x) = x'P(t)x$); therefore, it is reasonable that the optimal control must have the form $u(t) = K(t)x(t)$ (otherwise the Bellman function cannot be quadratic); hence, the HJB equation takes the form

$$\dot{P} = P(t)B(t)N^{-1}(t)B'(t)P(t) - P(t)A(t) - A'(t)P(t) - F(t)$$  \hspace{1cm} (17.38)

$$P(T) = S$$  \hspace{1cm} (17.39)

$$K(t) = -N(t)^{-1}B(t)'P(t)$$  \hspace{1cm} (17.40)

where the optimal gain is given by Equation 17.40. The matrix differential equation (17.38) is known as the Riccati differential equation. Observe that for the DOP2, that is, the problem with restricted control and states, the solution is also Equations 17.38 through 17.40 in the feasible region, as long as the restrictions are not active.*

* A restriction $R(t, x, u) \leq 0$ is called active in the feasible set, if $R(t, x, u) = 0$. 

---

**FIGURE 17.5** Admissible and unadmissible inputs for the optimization problem. The admissible inputs are the set of the control inputs $u$ such that the terminal conditions (both initial and end) are satisfied.
17.4 OPTIMAL EMSS FOR FCHEV

The objective of this section is to illustrate some of the EMS designs introduced before. Two cases of optimization-based EMS are chosen: the instantaneous and the dynamic problem. Such election allows us to analyze and contrast the complexity of both problems as well as the effect of the parameters and the current demand. In this section, two driving cycles are used; these are: the Economic Commission for Europe Driving Cycle (ECE) also called ECE-15 and the urban driving cycle (City II). See Figure 17.6.

17.4.1 Static OF

In this case, the optimization problem is given by Equation 17.9 subjected to Equations 17.10 through 17.13. Let us consider the case where the ESS is given by a battery bank; therefore, \( I_{\text{ESS}} = I_{\text{bat}} \). Since the problem is instantaneous, the feasible region can be easily illustrated, by plotting the FC and battery restrictions. To illustrate this point, let us consider the polarization curve in Section 17.2.1. Using this curve, it is possible to express the FC voltage in Region II as a linear function of the FC current (see Figure 17.2); that is,

\[
V_{\text{FC}} = ml_{\text{FC}} + b
\]  

(17.41)

where \( V_{\text{FC}} \) is the voltage of the FC. Notice that \( m < 0 \) and \( b > 0 \) (see Figure 17.2). Substituting Equation 17.41 in restriction (17.13) leads to

\[
P_{\text{FCmin}} - ml_{\text{FC}}^2 - bl_{\text{FC}} \leq 0
\]  

(17.42)

\[
-P_{\text{FCmax}} + ml_{\text{FC}}^2 + bl_{\text{FC}} \leq 0
\]  

(17.43)

**FIGURE 17.6** City II and ECE driving cycles.
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Let us define

\[ \alpha = \frac{P_{\text{bat}}(t)\eta_{\text{eff}, \text{bat}}}{P_{\text{load}}} \]  

(17.44)

that is, \( \alpha \) is the proportion of the power demand that is provided by the battery bank. Note that \( 0 \leq \alpha \leq 1 \); therefore, restrictions (17.10) through (17.13) can be written as

\[ \frac{P_{\text{load}}(t)(1 - \alpha)}{\eta_{\text{eff}, \text{FC}}} = P_{\text{FC}} \]

\[ P_{\text{FC}} - \frac{P_{\text{load}}(1 - \alpha)}{\eta_{\text{eff}, \text{FC}}} \leq 0 \]  

(17.45)

\[ -P_{\text{FC}} + \frac{P_{\text{load}}(1 - \alpha)}{\eta_{\text{eff}, \text{FC}}} \leq 0 \]  

(17.46)

\[ -\frac{C\eta_{\text{eff}, \text{bat}}V_{\text{bat}}S\text{OC}(t)}{P_{\text{load}}} = \alpha \]  

(17.47)

Using the expressions above, it is now possible to visually identify the feasible region in terms of the current load (shaded region in Figure 17.7). Restrictions (17.45) and (17.46) constitute curves that approach \( \alpha = 1 \) as \( P_{\text{load}} \) increases and they are denoted with \( P_{\text{FC}} \text{min} \) and \( P_{\text{FC}} \text{max} \), respectively. Note that as the restriction of the battery is dynamic, the curves A and B correspond to curves with initial conditions \( S\text{OC} = S\text{OC}_\text{min} \) and \( S\text{OC} = S\text{OC}_\text{max} \) respectively, but in an actual application, battery \( S\text{OC} \) will be varying according to the power demand displaying a curve between curves A and B (dashed line in Figure 17.7). Observe that reductions of fuel consumption are obtained as \( \alpha \) increases. Therefore, since the solution must belong to the feasible region, the solution necessary resides at the boundary of the feasible set and for low-power loads, this solution is the curve of minimum FC power. This fact agrees with intuition, since to minimize the fuel consumption, the use of the FC must be minimized. This condition rapidly changes as the current demand increases. In this case, if the battery is sufficiently charged, the solution will move from the curve of minimum FC power to the maximum FC power along the line \( \alpha = 1 \); otherwise, the solution will lay on the actual \( S\text{OC} \) trajectory (dashed line in Figure 17.7) and the value of \( \alpha \) will depend on the current demand.

Figure 17.7 is also valuable as an auxiliary tool to design the power sources of an FCHEV. To clarify this point, first observe that given a driving cycle, the maximum power demand \( (P_{\text{load}})_{\text{max}} \) is fixed for a given vehicle and driving cycle. The maximum FC power (the maximum capacity of the FC) can be fixed at the intersection of \( P_{\text{load}} = P_{\text{load}} \text{max} \) and \( \alpha = 1 \), to maximize the feasible region, and therefore the optimization events. Let us denote the power demand at such intersection as \( P_{\text{load}, \text{C}} \) (see point C in Figure 17.7); then a final worthy comment is in order: power demands greater than \( P_{\text{load}, \text{C}} \) are not reachable for any value of \( \alpha \). That is, the implicit controllability assumption from which we have departed to solve the optimization problem is not satisfied for \( P_{\text{load}} > P_{\text{load}, \text{C}} \).

The time evolution of the system under the instantaneous optimal problem is displayed in Figure 17.8 for the initial condition \( S\text{OC}(t_0) = 1 \) and for the driving cycle City II. Observe that the fuel minimization problem can be solved due to the battery utilization; therefore, in such optimal strategy, the battery will be depleted to its minimum (allowed) level. Moreover, observe that the case when the battery is charged by the FC is never an optimal solution since more fuel
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is consumed by this charging process if the FCs were used to provide all the power demand. To penalize the battery utilization, the equivalent fuel consumption term as in OF (17.8) can be used (i.e., \( J = K_{\text{fuel}}(\sigma) + K_{p}(\sigma, \sigma - \sigma_{min})^2 \)). Such strategy does not avoid battery depletion (to its minimum allowable level) but the rate of discharging is smaller than in the optimization strategy above, as a penalization of the battery utilization is performed. However, the use of the equivalent fuel consumption has the disadvantage of having increased fuel consumption, as can be seen in Figure 17.9, where the FE as a function of the gain \( K_{2} \) is displayed.

17.4.2 Integral OF

Let us consider the DOP given in Section 17.2.4.2, given by Equation 17.14, under restrictions (17.10) through (17.13). The optimization problem has an integral OF defined from time \( t_0 \) to \( T \). Here, VC methods introduced in Section 17.3.1 will be used to solve the optimization problem. To this end, let us consider, as in Section 17.4.1, \( \alpha(t) = u(t) \) as the proportion of the total power demand provided by the battery. Since the FC is operating in the Ohmic region \( I_{FC}(t) \propto P_{FC}(t) \), hence, the objective function (17.14) becomes

\[
\min_{\alpha} \int_{t_0}^{T} a^{2} R^{2} P_{\text{FC}}(\sigma) d\sigma = \min_{\alpha} \int_{t_0}^{T} a^{2} R^{2} \frac{(1 - \alpha)^2 P_{\text{load}}^2(\sigma)}{\eta_{\text{eff,FC}}} d\sigma = \min_{\alpha} \int_{t_0}^{T} a^{2} R^{2} \frac{(1 - u)^2 P_{\text{load}}^2(\sigma)}{\eta_{\text{eff,FC}}} d\sigma
\]

(17.48)

* This is due to energy drop given by the converters’ efficiency.
FIGURE 17.8  Time evolution of an optimal EMS for a vehicle under the City II driving cycle.

FIGURE 17.9  FE as a function of the gain of the equivalent fuel consumption term.
where \( \mathcal{R} = \{ -\mathcal{N} \mathcal{M}_{\mathcal{H}} / 2 \mathcal{F} \} \) and the dynamic of the battery SOC is given by Equation 17.47. Therefore, the functions in Theorem 17.2 are

\[
f(t, x, u) = B(t)u \tag{17.49}
\]

\[
M(t, x(t), u(t)) = \frac{\alpha^2 K^2 P_{load}^2 (1 - u)^2}{\eta_{eff, FC}} \tag{17.50}
\]

\[
G(x(T)) = 0 \tag{17.51}
\]

\[
\phi(T, x(T)) = 0 \tag{17.52}
\]

\[
R(t, x, u) = \begin{bmatrix}
P_{FCmin} - \frac{P_{load} (1 - u)}{\eta_{eff, FC}} \\
-P_{FCmax} + \frac{P_{load} (1 - u)}{\eta_{eff, FC}} \\
SOC_{min} - x \\
x - SOC_{max} \\
-u \\
\end{bmatrix} \tag{17.53}
\]

Note that \( u(t) = \alpha(t) \) and \( x(t) = SOC(t) \) have been used, and \( B(t) \triangleq (-P_{load}(t)/CV_{bat}\eta_{eff, bat}) \). Since the OF and the dynamical system do not depend on the state but only on the input \( u \), hence

\[
\nabla_x f(t, x, u) = 0 \tag{17.54}
\]

\[
\nabla_u f(t, x, u) = B(t) \tag{17.55}
\]

\[
\nabla_x M(t, x, u) = 0 \tag{17.56}
\]

\[
\nabla_u M(t, x, u) = -\frac{2\alpha^2 K^2 P_{load}^2 (t)(1 - u)}{\eta_{eff, FC}} \tag{17.57}
\]

\[
\nabla_x^T R(t, x, u) = (0 \; 0 \; -1 \; 1 \; 0 \; 0) \tag{17.58}
\]

\[
\nabla_u^T R(t, x, u) = (\rho(t, u) \; -\rho(t, u) \; 0 \; 0 \; -1 \; 1) \tag{17.59}
\]

with \( \rho(t, u) = \frac{P_{load}(t)}{\eta_{eff, FC}} \). According to Theorem 17.2, necessary conditions for the optimum are

\[
\dot{\lambda}(t) = \nu_3 - \nu_4 \tag{17.60}
\]

\[
\lambda(T) = 0 \tag{17.61}
\]
and from Equation 17.28

\[ \dot{\lambda} B(t) + \Xi(t,u) + v_1 p(t,u) - v_2 p(t,u) - v_3 + v_6 = 0 \]  \hspace{1cm} (17.62)

with \( \Xi(t,u) = -\frac{2a^2 \dot{R}^2 P_{\text{load}}^2 (1 - u)}{\eta_{\text{eff,FC}}} \) and

\[
v_j = \begin{cases} 
> 0, & R_j(t,x,u) = 0 \\
= 0, & R_j(t,x,u) < 0 
\end{cases}
\]

Observe from Equation 17.53 that \( v_1 \) and \( v_2 \) cannot be positive at the same time.\(^*\) The same is true for \( v_3 \) and \( v_4 \); as well as for \( v_5 \) and \( v_6 \).\(^†\) That means that Equation 17.60 can be rewritten as

\[
\dot{\lambda} = \begin{cases} 
> 0, & \text{if } SOC = SOC_{\min} \\
= 0, & \text{if } SOC_{\min} < SOC < SOC_{\max} \\
< 0, & \text{if } SOC = SOC_{\max} 
\end{cases}
\]

that is, \( \dot{\lambda} = v_3 \) when \( SOC = SOC_{\min} \) and \( \dot{\lambda} = -v_4 \) when \( SOC = SOC_{\max} \). Let \( \theta(t,u) = \dot{\lambda} B(t) + \Xi(t,u) + v_1 p - v_2 p; \) then Equation 17.62 can be rewritten as

\[
\theta(t,u) > 0 \quad \text{if } u = 0 \]  \hspace{1cm} (17.63)

\[
\theta(t,u) = 0 \quad \text{if } 0 < u < 1 \]  \hspace{1cm} (17.64)

\[
\theta(t,u) < 0 \quad \text{if } u = 1 \]  \hspace{1cm} (17.65)

Since the inequality constraints (17.63) through (17.65) depend only on the control variable \( u \), the minimum will always require the control variable \( u(t) \) (i.e., \( \alpha \)) to be at the boundary of the feasible region. That is, the minimum is given by one of expressions (17.63) through (17.65). To find the solution, first observe that the cases of Equations 17.63 through 17.65 are trivial because the solution is directly \( u = 0 \) and \( u = 1 \), respectively. However, for Equation 17.64, we must analyze all the boundaries; these are

**Case (i).** \( SOC_{\min} < SOC(t) < SOC_{\max} \) and \( P_{\text{FCmin}} = P_{\text{FC}(t)} \),
**Case (ii).** \( SOC_{\min} < SOC(t) < SOC_{\max} \) and \( P_{\text{FCmax}} = P_{\text{FC}(t)} \),
**Case (iii).** \( SOC(t) = SOC_{\min} \) and \( P_{\text{FCmin}} = P_{\text{FC}(t)} \),
**Case (iv).** \( SOC_{\max} = SOC(t) \) and \( P_{\text{FCmin}} = P_{\text{FC}(t)} \),
**Case (v).** \( SOC_{\min} = SOC(t) \) and \( P_{\text{FCmax}} = P_{\text{FC}(t)} \), and finally
**Case (vi).** \( SOC_{\max} = SOC(t) \) and \( P_{\text{FCmax}} = P_{\text{FC}(t)} \).

**17.4.2.1 Case (i)**  
For the first case, we know that restriction (17.64) becomes

\[
-\frac{2a^2 \dot{R}^2 P_{\text{load}}^2 (1 - u)}{\eta_{\text{eff,FC}}} + v_1 \frac{P_{\text{load}}(t)}{\eta_{\text{eff,FC}}} = 0
\]

\(^*\) Otherwise, the FC power could be minimum and maximum at the same time.

\(^†\) Otherwise, the battery SOC could be minimum and maximum at the same time.

\(^‡\) That would imply that \( 0 = u = 1 \)!
which leads to

\[ u = 1 - \frac{\nu_1 \eta_{\text{eff, FC}}}{2a^2K^2P_{\text{load}}}, \quad (17.66) \]

### 17.4.2.2 Case (ii)

For \( P_{FC} = P_{FC,\text{max}} \) and \( SOC_{\text{max}} < SOC(t) < SOC_{\text{min}} \), restriction (17.64) becomes

\[ u = 1 + \frac{\nu_2 \eta_{\text{eff, FC}}}{2a^2K^2P_{\text{load}}}, \quad (17.67) \]

Note that since \( \nu_1 > 0, \nu_2 > 0, m < 0, \) and \( b > 0, \) the curve of function (17.67) is always above the curve of function (17.66), as can be observed in Figure 17.10, where both curves are displayed. Hence, the solution of the optimization problem for \( SOC_{\text{max}} < SOC(t) < SOC_{\text{min}} \), as in the case of the example of Section 17.4.1, is along the curve of the minimum FC power \( P_{FC,\text{min}} \), since \( P_{FC,\text{max}} \) restriction leads to \( \alpha > 1 \) when power is demanded by the load. Note that the solution of the optimization problem does not depend on the battery size. However, this condition changes as the battery SOC level takes the maximum or the minimum value allowed, as it is shown below.

### 17.4.2.3 Case (iii)

For \( SOC(t) = SOC_{\text{min}} \) and \( P_{FC,\text{min}} = P_{FC}(t) \), we know that restriction (17.64) becomes

\[ \lambda B(t) - 2a^2K^2P_{\text{load}}^2 (1 - u) + \nu_1 P_{\text{load}}(t) \eta_{\text{eff, FC}} = 0 \]

with \( \lambda = \nu_3 \) that leads to

\[ u = 1 - \frac{\nu_1 \eta_{\text{eff, FC}} \eta_{\text{eff, bat}} CV_{bat} - \lambda \eta_{\text{eff, FC}}}{2P_{\text{load}} \eta_{\text{eff, bat}} Ca^2K^2V_{bat}}, \quad (17.68) \]

### 17.4.2.4 Case (iv)

If \( SOC(t) = SOC_{\text{max}} \) and \( P_{FC,\text{min}} = P_{FC}(t) \), then \( \lambda = -\nu_4 \) and restriction (17.64) is also given by Equation 17.68.
17.4.2.5 Case (v)

If \( SOC(t) = SOC_{\text{min}} \) and \( P_{\text{FCmax}} = P_{\text{FC}}(t) \), then \( \lambda = \nu_3 \) and restriction (17.64) becomes

\[
\dot{u} = 1 + \frac{v_3 \eta_{\text{eff, FC}} \eta_{\text{eff, bat}} CV_{\text{bat}} + \lambda \eta_{\text{eff, FC}}^2}{2P_{\text{load}} \eta_{\text{eff, bat}} Cd^2 K^2 V_{\text{bat}}} \\
(17.69)
\]

17.4.2.6 Case (vi)

If \( SOC(t) = SOC_{\text{max}} \) and \( P_{\text{FCmax}} = P_{\text{FC}}(t) \), then \( \dot{\lambda} = -\nu_4 \) and restriction (17.64) can also be rewritten as Equation 17.69.

By comparing the control functions of Cases (iii) and (v), it is possible to observe that the solution of the optimization problem will depend on \( \lambda \) (given by a an integrator system) and the final condition of this variable given by Equation 17.29. Note that in such a situation, the optimum strategy depends on the battery size. Finally, recall that since we have transformed the dynamic optimization problem into a static one by virtue of Theorem 17.2, the total fuel consumption must be computed by the integration of the system along the entire driving cycle.

17.5 CONTROL SYSTEMS

As stated before, once the decision has been made about what energy source will be used and in what proportion (i.e., once the energy management strategy is defined), the next step is to design and implement a controller to ensure that the power split is performed as expected. Such a task is performed by the ECU.

ECU design involves two aspects, the theoretical foundation of the controller and its electromechanical implementation. Regarding the last aspect, it is worth mentioning that there are several factors limiting control performance and stability in a real control implementation; some of them are sample time, sensor noise, sensor resolution as well as the actuator dynamics, and resolution.

Passing from theory to practice in the electronic control design can be painful if no attention is being paid to the explicit and implicit assumptions made about the system under study. Assuming a continuous system when slow* sensors or processors are used may lead to unacceptable performance or instability. Therefore, minimum sample time (including processing time) requirements must be explicitly computed before starting any control implementation and, system identification plays a fundamental role in this task. In general, to preserve the information of a signal, it is necessary to sample at least twice the maximum frequency of the signal, and such a principle is known as Nyquist minimal sample rate.

The resolution of the sensor and the actuator is also important because the conversion of analog signals (as found in nature) into digital signals (as computers process) is sampled in both frequency and magnitude. Coarse sensor resolution may induce persistent perturbations that may prevent algorithms to converge; in these extreme cases, the sampling principle cannot be satisfied. The sampling principle establishes that all the energy (related with the amplitude and the information that a signal contains) is contained in a countable number of samples taken at a fast-enough rate.

A final worthy observation is that, actuator and sensor limitations become particularly important when dealing with unstable systems. It has been brilliantly stated in Reference 29 that unstable systems are (i) quantifiable and more difficult to control, (ii) their operation is always critical and susceptible of failure, and (iii) the kind of stability that can be achieved is always local (i.e., the stable point/region can only be reached from a bounded set) and the design of control for such kind of systems must be performed carefully.

* Slow compared to system dynamics.
17.5.1 Control Design

Current control designs follow two main trends: time based and frequency based. The frequency-based techniques are suitable for linear systems and they are mainly the result of the effort of control scientists of the first part of the twentieth century. An advantage of frequency domain analysis is that the design techniques are, in general, simple and intuitive.

Proportional–integral (PI), proportional–integral–derivative (PID), and proportional–derivative (PD) controllers are some of the most common controllers derived from this design trend. PI and PD controllers can be seen as particular cases of PID control and the matter of choosing appropriate tuning parameters has been kept busy to control engineers for a long time.

Integral action gives to PID controller the capability to reject uncertainty and compensate steady-state bias; the proportional and derivative actions provide stabilization properties, while derivative action, which can be seen as a predictive action, has the property of providing overshoot and undershoot damping for improved performance. For appropriate control parameters, PID has displayed relatively close performance or stabilization capabilities to adaptive and robust controllers; however, how to obtain such performance using a systematic procedure for an arbitrary application has not been solved yet.

Since a lot of research has been done on this topic, there exist several reviews and compilations in the literature. In Reference 30, a comprehensive review of tuning procedures, patents, software, and commercial hardware modules is presented for PID controllers (see also Reference 31). In spite of the simplicity of frequency-based control design techniques, they are limited in practice because the derived stability results are valid only locally (the nature always displays some kind of nonlinearity).

However, the time-based control design provides the advantage that the results can be applied to either linear or nonlinear systems; however, they have an increased design complexity as nonlinear systems may display incredibly rich behavior that rarely admits closed-form solutions. Unlike linear control, nonlinear control lacks general methods that may provide a unified treatment to approach a wide class of problems. In this chapter, we will review some of the most common control techniques, namely robust control, linear quadratic regulator (LQR), and time-optimal control.

17.5.2 Stability Notions and Tools

Before discussing the controllers, some notions and stability tools will be introduced. In general, the stability definitions are developed only for autonomous systems,* since closed-loop systems can be written in this form. Also, without loss of generality, the stability is studied about the origin.

Definition 17.2

The equilibrium point \( x_{eq} = 0 \) of the system
\[
\dot{x} = f(t, x)
\]
(i.e., \( f(t, x_{eq}) = 0 \)) is stable if for all \( \delta > 0 \), there exists an \( \varepsilon > 0 \) such that whenever \( |x(t_0)| < \delta \), then \( |x(t)| < \varepsilon \) \( \forall t \geq t_0 \).

Note that the definition above is more related with a trajectory confinement that is approaching to a point. The stability in Definition 17.2 is also known as stability in the sense of Lyapunov.

Definition 17.3

The origin of system (17.70) is asymptotically stable if (i) the origin is stable and (ii) if all \( |x(t_0)| < \delta \), then \( |x(t)| \to 0 \) as \( t \to \infty \) (i.e., the origin is attractive).

* That is, no perturbed systems of the form \( \dot{x} = f(t, x) \).
It is said that an equilibrium point is unstable if it is not stable. Observe that asymptotic stability implies stability in the sense of Lyapunov but the converse is not true. In general, although otherwise stipulated, we concern about the asymptotic stability of an isolated equilibrium point.

**Definition 17.4**

The set

\[ \Sigma = \left\{ \beta \in R^m \mid \sum_{i=1}^{nv} \beta_i = 1, \beta_i \geq 0 \right\} \]  

(17.71)

is called simplex

**Definition 17.5**

The matrix \( A \) is called polytopic if

\[ A = \left\{ A(\beta) \mid \sum_{i=1}^{nv} A_i \beta_i = A, \beta_i \geq 0 \right\} \]  

(17.72)

and \( nv \) is called the number of vertexes

**Definition 17.6**

The linear system

\[ \dot{x} = A(\beta)x \]  

(17.73)

is robustly stable if it is asymptotically stable for all \( \beta \) in the simplex.

### 17.5.3 Robust Control Design

In this section, we will introduce a very simple result of a robust control design that can be seen as a minimax stability problem formulated in the time domain, analogous to what \( H_\infty \) does in the frequency domain. The result is easy to verify and admits a simple and natural description of the uncertainty. The strategy is actually an early result of robust control that uses polytopic matrices where the vertices of the polytope are the extremal values of the matrix, given the uncertainty bounds. That is, if the parameters of a matrix describing a linear dynamical system are uncertain, or subjected to sudden changes, but their entries have known upper and lower bounds, a convex combination of matrices or a polytopic matrix can be obtained. By proving stability of the vertexes, the stability of all possible linear descriptions within the simplex is ensured: that is, the main idea of robust control. In contrast to the traditionally linear description of a system, not only small variations to the parameters are valid, but also large variations.

Following the ideas above, the control problem can be formulated as

**Robust control problem.** Consider the linear system

\[ \dot{x} = \bar{A}(\beta)x + \bar{B}(\beta)u \]  

(17.74)
Find a control gain $K$ for $u = -Kx$ such that the origin is robustly stable.

It is known, since the system is linear, that Equation 17.74 can be stabilized using standard eigenvalues assignment [32]; this result is summarized in the following theorem.

**Theorem 17.4**

The linear system (17.74) is robustly stable if there exists a symmetric positive definite matrix $P$ such that

$$PA(\beta) + A'(\beta)P < 0$$

(17.75)

with $A(\beta) = \overline{A}(\beta) - \overline{B}(\beta)K$ and the matrix inequality meaning that the left-hand side of the inequality is a negative definite matrix.*

Instead of attempting to assign the closed-loop eigenvalues for every matrix in $A(\beta)$, the fact that $A(\beta)$ is a convex combination of the matrices can be exploited. Since this matrix is a convex function of $\beta$, we, instead, may opt just to assign the eigenvalues of their vertexes by observing that

$$\lambda_{\max}\{PA(\beta_i) + A'(\beta_i)P\} \leq \lambda_{\max}\{PA(\beta_j) + A'(\beta_j)P\}$$

(17.76)

for $i = 1, 2, \ldots, nv$. Condition (17.76) states that the maximum eigenvalue of the polytopic matrix $A(\beta)$ is upper bounded by the maximum eigenvalues of their vertexes. Transforming condition (17.75) to one, only the vertices are involved. In Reference 33, it is shown that the polytopic system (17.73) is robustly stable if a symmetric positive definite matrix $P$ satisfies

$$PA(\beta_j) + A'(\beta_j)P < 0 \quad i = 1, 2, \ldots, nv$$

(17.77)

At this point, we wonder whether a single matrix $P$ exists for a given polytopic matrix. The following result states sufficient and necessary conditions for its existence, which constitutes a min-max problem [34]. Let $h_i(P) = \lambda_{\max}\{PA(\beta_i) + A'(\beta_i)P\}$, for $i = 1, 2, \ldots, nv$; hence $h_i$ is a convex and continuous function.

**Theorem 17.5**

Assume that for the linear system (17.73), if only one vertex is known to be asymptotically stable, then there exists a symmetric positive definite matrix $P$ such that Equation 17.77 is satisfied if [34]*

$$\min\{\max h_i(P)\} < 0$$

(17.78)

for $i = 1, 2, \ldots, nv$.

For the case of system (17.74), the computation of the matrix $P$ or (equivalently) the matrix gain $K$ can be performed using numerical mathematical methods, solving the system of linear matrix inequalities (LMIs) (see Reference 35).

More relaxed conditions can be derived using what is called homogeneous Lyapunov functions [36], or polynomial–parameter-dependent Lyapunov functions [37]. Such extensions use more

---

* A negative definite matrix $B$ satisfies that $x'Bx < 0$ for all $x \neq 0$. Descartes’ rule can be used to verify this condition.

† That is, if and only if.
parameters, making the inequality matrix much easier to solve. Moreover, the robust stability of nonlinear systems can be studied using input–output properties of the system along with state space and Lyapunov techniques, as shown in Reference 38.

17.5.4 Optimal Control Design

17.5.4.1 Linear Quadratic Regulator

The results for optimization-based EMS in Section 17.3.2 can be used to derive the optimal control known as LQR. To see this clearly, first observe that the objective function (17.36) can be seen as a performance index, where the matrix $F(t)$ is a time-varying, weight matrix penalizing deviations of the state from the reference (in this case, the origin), while matrix $N(t)$ has the same effect on the control actions.

Let us assume that $S = 0$, then the solution of the Riccati differential equation (17.38) can be used to construct a linear feedback that minimizes the desired performance index over the time interval $[t_0, T]$. Since in general, the solution of the optimization problem is required for large final times (e.g., infinite time horizon), it is more convenient to use an infinite horizon performance index. Such optimization problem has a very simple solution and it constitutes the steady state of Equation 17.38. By letting $t \to \infty$ in Equation 17.38, the Riccati algebraic equation is derived, that is,

$$
P(t)B(t)N^{-1}(t)B'(t)P(t) - P(t)A(t) - A'(t)P(t) - F(t) = 0$$

with $u = Kx$, which can be computed offline.

17.5.4.2 Minimum Time Controllers

The solution of the ODP1, as shown in Theorem 17.1, can also be used to compute a kind of controllers that is optimum in time: that is, a kind of controllers that brings the system to a final state in a minimum time. Such control is also called bang-bang, because it leads to fast control actions. In this case, if $G(x(T)) = 0$ and $M(t,x(t),u(t)) = 1$, then Equation 17.16 leads to

$$
\mathcal{J}(x,u) = t_0 - T
$$

which from Theorem 17.1, the solution can be computed by solving the boundary-value problem

$$
\begin{align*}
\dot{x} &= f(t,x,u) \\
\dot{\lambda}(t) &= -\nabla_u f(t,x,u) \lambda(t) \\
\nabla_u f(t,x,u) \lambda(t) &= 0 \\
\lambda'(T) &= \nabla_x \phi(t,x) |_{t=T}
\end{align*}
$$

EXERCISES

17.1 Implement heuristic EMS given in Section 17.2.3.1 in a PHEV using Table 17.1.

17.2 What is the effect of the battery size in the fuel consumption for the optimization problem in Section 17.4.1?

* Observe that when the origin is reached, the corresponding control action is zero. For other state references, this may not be true and the corresponding control action can be computed offline from the dynamic equation.
17.3 Introduce the terminal constraint (17.15) to the problem of Section 17.4.2. (i) Compute the solution. (ii) What is the expression of the adjoint equation?

17.4 Consider the problem of Section 17.4.1. (i) How regeneration can be taken into account?
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Electrification is an evolving paradigm shift in the transportation industry toward more efficient, higher performance, safer, smarter, and more reliable vehicles. There is in fact a clear trend to move from internal combustion engines (ICEs) to more integrated electrified powertrains.

Providing a detailed overview of this growing area, Advanced Electric Drive Vehicles begins with an introduction to the automotive industry, an explanation of the need for electrification, and a presentation of the fundamentals of conventional vehicles and ICEs. It then proceeds to address the major components of electrified vehicles—i.e., power electronic converters, electric machines, electric motor controllers, and energy storage systems.

• Covers more electric vehicles (MEVs), hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs), range-extended electric vehicles (REEVs), and all-electric vehicles (EVs) including battery electric vehicles (BEVs) and fuel cell vehicles (FCVs)
• Describes the electrification technologies applied to nonpropulsion loads, such as power steering and air-conditioning systems
• Discusses hybrid battery/ultra-capacitor energy storage systems, as well as 48-V electrification and belt-driven starter generator systems
• Considers vehicle-to-grid (V2G) interface and electrical infrastructure issues, energy management, and optimization in advanced electric drive vehicles
• Contains numerous illustrations, practical examples, case studies, and challenging questions throughout to ensure a solid understanding of key concepts and applications

Advanced Electric Drive Vehicles makes an ideal textbook for senior-level undergraduate or graduate engineering courses and a user-friendly reference for researchers, engineers, managers, and other professionals interested in transportation electrification.